# Integral Approximations in Potential Scattering 

P. B. Burt and F. J. Woods<br>Clemson University, Clemson, South Carolina 29631<br>(Received 8 April 1971)


#### Abstract

A development of the scattering amplitude in potential scattering which is based upon replacing a smooth potential by a sequence of potential steps is given. The Schrödinger equation is solved exactly in each interval over which the potential is constant and by matching boundary conditions an expression relating the coefficients of two linearly independent solutions at small radius to those at large radius is found. From this the scattering amplitude is calculated. The limits of validity are found to be dependent


 upon the value of the expression$$
(r / 2) \frac{d}{d r} \ln \left(\frac{2 m}{\hbar^{2}}[E-V]\right) .
$$

Limiting cases of the amplitude are shown to be a modified WKB approximation and the Born approximation. A particular application to the Yukawa potential is discussed. The discussion is restricted to attractive potentials.

## I. INTRODUCTION

The solution of equations similar to the Schrödinger equation by replacing the potential $V(r)$ by a sequence of step functions has been the subject of several studies. ${ }^{1-3}$ In particular, Swan has used this approach to develop expressions for the number of bound states of a potential in the Schrödinger equation. ${ }^{3}$ In this paper, this assumption is used to develop a new approximate expression for the scattering amplitude for attractive spherically symmetric potentials. This form of the amplitude has the following important characteristics: The scattering matrix is unitary; the amplitude is an explicit nonlinear function of the potential; the full high energy limit is identical with the result obtained by calculating the Jost function. ${ }^{4}$

## II. DEVELOPMENT OF SCATTERING AMPLITUDE

We consider the radial Schrödinger equation with a spherically symmetric potential $V(r)$ which is smooth enough to be written

$$
\begin{equation*}
V(r)=\sum_{n=1}^{N} \epsilon\left(r_{n}, r\right) V\left(r_{n}\right) \tag{1}
\end{equation*}
$$

where

$$
\epsilon\left(r_{n}, r\right)=\left\{\begin{array}{l}
0, r<r_{n}, r>r_{n+1}  \tag{2}\\
1, r_{n}<r<r_{n+1}
\end{array}\right.
$$

and $V\left(r_{n}\right)$ is the value of the potential in the $n$th subinterval. "Smooth enough" is taken to mean that the potential has at least first derivatives. Initially we consider an interval $a \leq r \leq b$ to be divided into $N$ equal subintervals $\Delta r$. Eventually we allow a to approach zero and $b$ to approach infinity while the size of the subinterval approaches zero. Thus, we solve the differential equation

$$
\begin{equation*}
\frac{d^{2} \psi}{d r^{2}}-\frac{l(l+1)}{r^{2}} \psi+\frac{2 m}{\hbar^{2}}\left(E-V\left(r_{n}\right)\right) \psi=0 \tag{3}
\end{equation*}
$$

in each subinterval and then match $\psi$ and its first derivative at the boundaries of each interval. The solutions to Eq. (3) are

$$
\begin{equation*}
\psi_{n}=A_{l}(n) r h_{l}^{(1)}\left(k_{n} r\right)+B_{l}(n) r h_{l}^{(2)}\left(k_{n} r\right) \tag{4}
\end{equation*}
$$

where $h_{l}^{(1)}$ and $h_{l}^{(2)}$ are spherical Hankel functions of the first and second kinds, respectively. These particular forms for the two linearly independent solutions of Eq. (4) are chosen for the boundary conditions of a scattering problem since they are asymptotically spherical waves. In addition, the wave number $k_{n}$ is given by

$$
\begin{equation*}
k_{n}=\left(\frac{2 m}{\hbar^{2}}\left[E-V\left(r_{n}\right)\right]\right)^{1 / 2} \tag{5}
\end{equation*}
$$

Satisfying the boundary conditions at $r_{n}$ relates $A_{l}(n)$ and $B_{l}(n)$ to $A_{l}(n+1)$ and $B_{l}(n+1)$. Continuing at each boundary eventually leads to an expression for $A_{l}(a)$ and $B_{l}(a)$ in terms of $A_{l}(b)$ and $B_{l}(b)$. This is

$$
\begin{equation*}
\binom{A_{l}(a)}{B_{l}(a)}=\prod_{n=1}^{N} U^{l}(n)\binom{A_{l}(b)}{B_{l}(b)}=M^{l}(a, b)\binom{A_{l}(b)}{B_{l}(b)} \tag{6}
\end{equation*}
$$

where $U^{l}(n)$ is a matrix whose elements are

$$
\begin{align*}
U_{11}^{l}(n)= & r_{n}^{2} \Delta^{-1}(n)\left\{h_{l}^{(1)}\left(k_{n+1} r_{n}\right) h_{l}^{(2)^{\prime}}\left(k_{n} r_{n}\right)\right. \\
& \left.-\frac{k_{n^{+}}}{k_{n}} h_{l}^{(2)}\left(k_{n} r_{n}\right) h_{l}^{(1)^{\prime}}\left(k_{n+1} r_{n}\right)\right\} \tag{7}
\end{align*}
$$

$$
\begin{align*}
U_{12}^{l}(n)= & r_{n}^{2} \triangle^{-1}(n)\left\{h_{l}^{(2)^{\prime}}\left(k_{n} r_{n}\right) h_{l}^{(2)}\left(k_{n+1} r_{n}\right)\right. \\
& \left.-\frac{k_{n+1}}{k_{n}} h_{l}^{(2)}\left(k_{n} r_{n}\right) h_{l}^{(2)}\left(k_{n+1} r_{n}\right)\right\} \tag{8}
\end{align*}
$$

$$
U_{21}^{l}=r_{n}^{2} \Delta^{-1}(n)\left\{\frac{k_{n+1}}{k_{n}} h_{l}^{(1)}\left(k_{n} r_{n}\right) h_{l}^{(1)^{\prime}}\left(k_{n+1} r_{n}\right)\right.
$$

$$
\begin{equation*}
\left.-h_{l}^{(1)^{\prime}}\left(k_{n} r_{n}\right) h_{l}^{(1)}\left(k_{n+1} r_{n}\right)\right\} \tag{9}
\end{equation*}
$$

$$
U_{22}^{\prime}=r_{n}^{2} \Delta^{-1}(n)\left\{\frac{k_{n+1}}{k_{n}} h_{l}^{(1)}\left(k_{n} r_{n}\right) h_{l}^{(2)^{\prime}}\left(k_{n+1} r_{n}\right)\right.
$$

$$
\begin{equation*}
\left.-h_{l}^{(1)^{\prime}}\left(k_{n} r_{n}\right) h_{l}^{(2)}\left(k_{n+1} r_{n}\right)\right\} \tag{10}
\end{equation*}
$$

and

$$
\begin{align*}
\triangle(n)= & r_{n}^{2}\left[h_{l}^{(1)}\left(k_{n} r_{n}\right) h_{l}^{(2)^{\prime}}\left(k_{n} r_{n}\right)\right. \\
& \left.-h_{l}^{(1)^{\prime}}\left(k_{n} r_{n}\right) h_{l}^{(2)}\left(k_{n} r_{n}\right)\right]=-2 i / k_{n}^{2} \tag{11}
\end{align*}
$$

The prime denotes differentiation with respect to $k r$. Now, as the number of intervals $N$ is increased, it is possible to expand these matrix elements in powers of $\Delta r$. The details of this expansion are given in the Appendix. The products
in Eq. (6) can then be evaluated to lowest order, and the matrix elements of the product are, in the limit as $\Delta r$ approaches zero,

$$
\begin{align*}
M_{11}^{l}= & \left(M_{22}^{l}\right)^{*} \\
= & 1-\frac{i}{2} \int_{a}^{b}\left[\dot{\operatorname{rr}}{ }^{2} \frac{d k}{d r} h_{l}^{(1)^{\prime}} h_{l}^{(2)}-k^{2} r^{3} \frac{d k}{d r}\left(h_{i}^{(1)^{\prime}} h_{l}^{(2)^{\prime}}\right.\right. \\
& \left.-\dot{h}_{l}^{(2)} h_{l}^{\left.(1)^{\prime \prime}\right)}\right] d r,  \tag{12}\\
M_{12}^{l}= & \left(M_{21}^{l}\right)^{*} \\
= & \frac{i}{2} \int_{a}^{b}\left[-k r^{2} \frac{d k}{d r} h_{l}^{(2)} h_{l}^{(2)^{\prime}}+k^{2} r^{3} \frac{d k}{d r}\left\{\left(h_{l}^{\left.(2)^{\prime}\right)^{2}}\right.\right.\right. \\
& \left.\left.-h_{l}^{(2)} h_{l}^{(2)^{\prime \prime}}\right\}\right] d r, \tag{13}
\end{align*}
$$

where the argument of the spherical Hankel functions is the variable wave number

$$
\begin{equation*}
k r=\left[\frac{2 m}{\hbar^{2}}(E-V)\right]^{1 / 2} r . \tag{14}
\end{equation*}
$$

In many physical problems, we are interested in extending the range from 0 to $\infty$. Equations (12)(13) provide approximate relations between the coefficients $A_{l}(0)$ and $B_{l}(0)$ and $A_{l}(\infty)$ and $B_{l}(\infty)$ if the potential vanishes at infinity faster than $1 / r$, and if it is cut off at some minimum radius $\epsilon$ so that $V(r)$ vanishes for $r<\epsilon$. This last condition may be relaxed if $(d V / d r) / V$ is finite at $r=0$.

Since the wavefunction is to be regular at the origin, we require

$$
\begin{equation*}
A_{l}(0)=B_{l}(0) \tag{15}
\end{equation*}
$$

and, from this condition, we obtain

$$
\begin{equation*}
A_{l}(\infty)=\frac{M_{22}^{l}-M_{12}^{l}}{M_{11}^{l}-M_{21}^{l}} B_{l}(\infty) \tag{16}
\end{equation*}
$$

The scattering matrix can now be calculated using the result of Eq. (16). The wavefunction in the asymptotic region is

$$
\begin{align*}
\psi= & \sum_{l} i l \frac{(2 l+1)}{2} P_{l}(\cos \theta) \\
& \times B_{l}(\infty)\left[\frac{M_{22}^{l}-M_{12}^{l}}{M_{11}^{l}-M_{21}^{l}} r h_{l}^{(1)}+r h_{l}^{(2)}\right] \\
= & B \sum_{l} i^{(2} \frac{(2 l+1)}{2} P_{l}(\cos \theta)\left[\frac{M_{22}^{l}-M_{12}^{l}}{M_{11}^{l}-M_{21}^{l}}-1\right] r h_{l}^{(1)} \\
& +\psi_{\mathrm{inc}}, \tag{17}
\end{align*}
$$

where $B$ is a normalization constant and $\psi_{\text {inc }}$ is the incident plane wave. We have equated $B_{l}(\infty)$ to $B$ for all $l$.

Thus, if the scattered wave is written

$$
\begin{equation*}
\psi_{\mathrm{scatt}}=\sum_{l=0}^{\infty} f_{l}(E) \frac{(2 l+1)}{2 i k} P_{l}(\cos \theta) e^{i k r}, \tag{18}
\end{equation*}
$$

then

$$
\begin{equation*}
f_{l}(E)=\frac{M_{22}^{l}-M_{12}^{l}-M_{11}^{l}+M_{21}^{l}}{M_{11}^{l}-M_{21}^{l}} \tag{19}
\end{equation*}
$$

Now it is a simple matter to demonstrate the unitary property of the $S$ matrix, using Eqs. (12), (13), and the definition ${ }^{5}$

$$
\begin{equation*}
S_{l}(E)=1+f_{l}(E)=\frac{M_{22}^{l}-M_{12}^{l}}{M_{11}^{l}-M_{21}^{l}} \tag{20}
\end{equation*}
$$

Then we have

$$
\begin{equation*}
S_{l}^{*}(E)=\frac{\left(M_{22}^{l}\right)^{*}-\left(M_{12}^{l}\right)^{*}}{\left(M_{11}^{l}\right)^{*}-\left(M_{21}^{l}\right)^{*}}=\frac{M_{11}^{l}-M_{21}^{l}}{M_{22}^{l}-M_{12}^{l}}=S_{l}^{-1} \tag{21}
\end{equation*}
$$

Turning our attention to the partial wave amplitude $f_{l}(E)$, we find

$$
\begin{equation*}
f_{l}(E)=\frac{-2 i N_{l}(E)}{1+i N_{l}(E)+R_{l}(E)}, \tag{22}
\end{equation*}
$$

where

$$
\begin{equation*}
N_{l}(E)=\frac{m}{\hbar 2} \int_{\epsilon}^{\infty} d r k r^{3} \frac{d V}{d r}\left[j_{l+1}(k r) j_{l-1}(k r)-j_{l}^{2}(k r)\right] \tag{23}
\end{equation*}
$$

$$
\begin{align*}
R_{l}(E)= & \frac{-m}{\hbar^{2}} \int_{\epsilon}^{\infty} r^{2} d r \frac{d V}{d r}\left[j_{l}(k r) n_{l}^{\prime}(k r)\right. \\
& \left.+k r\left\{j_{l}(k r) n_{l}^{\prime \prime}(k r)-j_{l}^{\prime}(k r) n_{l}^{\prime}(k r)\right\}\right] \tag{24}
\end{align*}
$$

and $j_{l}$ and $n_{l}$ are spherical Bessel and Neumann functions, respectively. We refer to Eqs. (22)-(24) as the integral approximation to the scattering amplitude.

With the expressions for $N_{l}$ and $R_{l}$ given in Eqs. (23)-(24), it is a simple matter to determine their behavior near $r=0$. Specifically, if $r^{2} V$ is finite at the origin, we see by inspection of Eq. (23) that the integral for $N_{l}$ exists (keeping in mind the requirement that $|V|<1 / r$ as $r \rightarrow \infty)$. The behavior of $R_{l}$ is determined by the leading term in the expansion of the spherical Bessel functions in Eq. (24) and is

$$
\begin{equation*}
R_{l}=(l+1 / 2) \ln [(E-V(0)) / E] . \tag{25}
\end{equation*}
$$

Hence, $R_{l}$ is finite if $V(0)$ is finite. This is a strong restriction except at high energies. Thus, we have assumed, for finite $E$, that $V(r)$ has the inner cutoff mentioned earlier.

Although $N_{l}$ and $R_{l}$ are too complex to evaluate analytically even for simple potentials, a numerical evaluation seems straightforward and is being undertaken. Even without explicit evaluation, one important characteristic of the approximation, in addition to its unitarity, is that it contains known, nonlinear functions of the potential strength. In this respect, it is similar to the eikonal and WKB approximations, and its relation to a modification of the latter will be given below. However, Eqs. (22)-(24) also lead to the Born approximation in a high energy limit, so that their validity is not restricted to a semiclassical region of interest. We
consider this in somewhat more detail in the next section.

Before considering the limiting forms of Eqs. (22)-(24), it is useful to determine the condition of validity. This condition may be obtained by forming the solutions $\psi_{l}(r)$ as given in Eq. (4) with $A_{l}(r)$ and $B_{l}(r)$ evaluated by calculating the matrix $M(r, \infty)$. Inserting this solution in Eq. (4) gives the condition (see Appendix for detail)

$$
\begin{equation*}
r\left|\frac{d k}{d r} / k\right| \ll 1 \tag{26}
\end{equation*}
$$

This may be satisfied if the first derivative of the potential is small or if $k$ is large. It is interesting to note that the assumption that $V$ is small compared with $E$ is unnecessary.

## III. HIGH ENERGY LIMITS

There are two distinct limits of the integral approximation-one associated with having $k$ large compared to $r(d k / d r)$, and the other being found for $E$ large compared to $V$. The first, which resembles the WKB approximation, is best seen by examining the wavefunctions for large $k r$, i.e.,

$$
\begin{align*}
& i^{l+1} k r A_{l}(r) h_{l}^{(1)}(k r) \\
& \quad \approx\left[M_{11}^{l}(r, a) A_{l}(a)+M_{12}^{l}(r, a) B_{l}(a)\right] e^{i k r} \tag{27}
\end{align*}
$$

where $a$ is some arbitrary radius at which the wavefunction is assumed to be known. The first term on the right of Eq. (27) represents the contribution to the outgoing wave at $r$ from the outgoing wave at $a$-it is a measure of transmissionwhile the second term, arising from the incoming wave at $a$, describes the contribution of reflection to the outgoing wave. If we ignore the latter, i.e., equate $B_{l}(a)$ to zero, an approximation similar to the WKB approximation results. If we replace the spherical Hankel functions by their asymptotic forms, we have

$$
\begin{align*}
& k r A_{l}(r) k_{l}^{(1)}(k r) \\
& \approx i^{-l-1} A_{l}(a) e^{i k r}\left[1+\frac{1}{2} i \int_{r}^{a}\left(-i \frac{d k}{k d r^{\prime}}+2 r^{\prime} \frac{d k}{d r^{\prime}}\right) d r^{\prime}\right] \\
&= i^{-l-1} A_{l}(a) e^{i k r}\left[1+\frac{1}{2} \ln k(a) / k(r)\right. \\
&\left.-i \int_{r}^{a} k d r^{\prime}+i a k(a)-i r k(r)\right] \\
& \approx i^{-l-1} A_{l}(a) e^{i k r} \exp \left[\frac{1}{2} \ln k(a) / k(r)\right. \\
&\left.+i \int_{a}^{r} k d r^{\prime}+i a k(a)-i r k(r)\right] \\
&= A_{l}(a) i^{-l-1} e^{i k(a) a} \frac{\exp i \int_{a}^{r} k d r^{\prime}}{[k(r) / k(a)]^{1 / 2}} \tag{28}
\end{align*}
$$

where an integration by parts was performed on the second integrand. The entire expression in
brackets has the form $(1+\alpha)$ and has been replaced by exp $\alpha$. This will be valid for small $\alpha$. Similar results can be obtained for $k r B_{l}(r) h_{l}^{(2)}(k r)$.
This expression for the wavefunction has the appearance of a one-dimensional WKB approximation. It differs from the usual WKB approximation to the radial wavefunction, since the function $k(r)$ does not contain the angular momentum term $-l(l+1) r^{-2}$. It is possible to obtain the complete WKB approximation from the integral approximation to the radial wave equation by including from the outset the term $-l(l+1) r^{-2}$ in $k(r)$. In this case, the solutions in each interval $r_{n} \leq r \leq r_{n+1}$ are chosen to be $\exp \pm i K^{\prime} r$, with

$$
\begin{equation*}
K^{\prime}=\left[\frac{2 m}{\hbar^{2}}(E-V(r))-\frac{l(l+1)}{r^{2}}\right]^{1 / 2} \tag{29}
\end{equation*}
$$

At this point, we should comment that the WKB approximation and the modified WKB approximation represented by Eq. (28) are identical in one dimension (i.e., Cartesian coordinates).
We now examine the second high energy limit of the integral approximation. This may be obtained from Eqs. (23)-(24) by performing integrations by parts for $N_{l}$ and $R_{l}$ and then equating $V$ to zero in all $k$. The expressions are then

$$
\begin{align*}
& N_{l}(K)=\frac{2 m K}{\hbar^{2}} \int_{0}^{\infty} r^{2} d r V(r) j_{l}^{2}(K r)  \tag{30}\\
& R_{l}(K)=-\frac{2 m K}{\hbar^{2}} \int_{0}^{\infty} r^{2} d r V(r) j_{l}(K r) n_{l}(K r) \tag{31}
\end{align*}
$$

where $j_{l}$ and $n_{l}$ are spherical Bessel and Neumann functions respectively, and

$$
\begin{equation*}
K=\left(2 m E / \hbar^{2}\right)^{1 / 2} \tag{32}
\end{equation*}
$$

Using these expressions in Eq. (22), a form for the partial wave amplitude is obtained which is identical to that obtained by calculating the high energy limit of the Jost function and, from that, the scattering amplitude. If the denominator in Eq. (22) is replaced by unity and Eq. (30) is used to calculate the numerator, $f_{l}(E)$ is identical with the Born approximation.

The expression Eq. (31) for $R_{l}(K)$ is evidently less singular than the original form given in Eq. (24). The reason for this is that the leading term of Eq. (24) is proportional to $\ln (1-V(0) / E)$, and vanishes in the high energy approximation. In Eq. (31), there is a term arising from the integration by parts which has been attributed to the leading term of the integral and has been omitted. The basis for this identification is that all succeeding terms beyond the first in Eq. (24) and all terms in Eq. (31) contain physical parameters, while the leading term in Eq. (24) and the integrated term omitted from Eq. (31) have purely numerical coefficients. The expression in Eq. (31) is well defined provided $V r^{2}$ is bounded at the origin.

## IV. SCATTERING FROM A YUKAWA POTENTIAL

As a specific example of potential scattering, consider an attractive Yukawa potential

$$
V= \begin{cases}\left(-v e^{-\mu r}\right) / r, r>\epsilon,  \tag{33}\\ 0, & r<\epsilon\end{cases}
$$

The full integral approximation must be evaluated numerically but there are some interesting features exhibited by the high energy limit. From Eqs. (30)-(31), the s-wave amplitude is

$$
\begin{equation*}
f_{0}(K)=\frac{\frac{i m v}{\hbar^{2} K} \ln \left[1+\left(\frac{2 K}{\mu}\right)^{2}\right]}{1-\frac{i m v}{2 \hbar^{2} K} \ln \left[1+\left(\frac{2 K}{\mu}\right)^{2}\right]-\frac{m v}{\hbar^{2} K} \tan ^{-1} \frac{2 K}{\mu}} \tag{34}
\end{equation*}
$$

As mentioned earlier, the numerator is identical with the Born approximation, but the denominator can be significant, as it can be zero. In particular, if this amplitude is used to calculate low energy, singlet proton-neutron scattering, experiment requires a coupling constant $v / \hbar c \approx 0$. 14 , if $\mu$ is the inverse Compton wavelength of the pion. The strength obtained by a scattering length calculation is $v / \hbar c \approx 0.08$, while the Born approximation gives $v^{B} / \hbar c \approx 11$. The origin of the large discrepancy between the Born approximation and the high energy limit of the integral approximation arises because, for $v / \hbar c \approx 0.14$, the denominator of Eq. (34) has a zero on the imaginary $K$ axis at about $-0.03 \mu$. This enhances the low energy amplitude and consequently reduces the coupling constant necessary to match a given value of the cross section compared with the Born approximation.

## V. CONCLUSIONS

The principal results of this work are contained in Eqs. (22)-(24), where the integral approximation to the scattering amplitude is given. If the condition for the validity of this approximation [Eq. (26)] is poorly satisfied, a second interation can be used to calculate the amplitude. The steps in the iterative process are straightforward: From Eqs. (12)-(13), the matrix $M^{l}$ is calculated for arbitrary $r$ and used to form the first iterations for the wavefunctions. These replace the spherical Hankel functions in the final expressions for the scattering amplitude, Eqs. (22)-(28).
The significant characteristics of any order iteration are: The amplitude satisfies unitarity; each order contains explicit, nonlinear functions of the potential strength; and the validity of the approximation is not dependent upon the ratio of potential strength to energy, but is instead determined by the value of $r(d k / d r) / k$.
F. J. WOODS
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## APPENDIX

In this section we include some mathematical details of the expansion of the matrix product appearing in Eq. (6). The expansion and subsequent approximation of this product leads to the expressions for the matrix elements $M_{i j}$ given in Eqs. (12) and (13). Also, details of the determination of the limiting condition found in Eq. (26) are included here.

From inspection of the matrix elements in Eqs. (7)-(10), it is evident that if $V$ is a smooth potential $k_{n+1}$, then all terms containing it can be expanded about $r_{n}$. Thus, the steps leading from Eqs. (7)-(11) to Eqs. (12)-(13) are the following: Expand $k_{n+1}$ about $r_{n}$ keeping terms of order zero and unity in the interval $\Delta r$, then expand all Bessel functions about the argument $k_{n} r_{n}$, retaining terms of order zero and unity in $\Delta r$. The result for the matrix $U(n)$ will be a sum of matrices with diagonal elements of order zero and unity in $\Delta r$ and off-diagonal elements of order unity in this quantity. The product of the matrices $U(n)$ will be the unit matrix plus a matrix whose elements are a sum of terms of order $\Delta r$. This last matrix will, in the limit as $\Delta r$ approaches zero, have elements which are the integrals appearing in Eqs. (12)-(13).

Specifically, we have

$$
\begin{equation*}
k_{n+1} \approx k_{n}+\Delta r(d k / d r)_{n}, \tag{A1}
\end{equation*}
$$

where $d k / d r$ is to be evaluated at $r_{n}$. With this result the Hankel functions can be expanded, e.g.,

$$
\begin{align*}
& h_{l}^{(1)}\left(k_{n+1} r_{n}\right) \approx h_{l}^{(1)}\left[k_{n} r_{n}+\Delta r(d k / d r)_{n} r_{n}\right] \\
& \quad \approx h_{l}^{(1)}\left(k_{n} r_{n}\right)+\Delta r(d k / d r)_{n} r_{n} h_{l}^{(1)^{\prime}}\left(k_{n} r_{n}\right) . \tag{A2}
\end{align*}
$$

Performing the expansions as indicated for each term in $U_{11}$ and using Eq. (11), we obtain

$$
\begin{align*}
U_{11}(n) & =1+r_{n}^{2} \triangle^{-1}(n)\left\{h_{l}^{(1)^{\prime}}\left(k_{n} r_{n}\right) h_{l}^{(2)^{\prime}}\left(k_{n} r_{n}\right)(d k / d r)_{n}\right. \\
& \times r_{n} \Delta r-(d k / d r)_{n}\left(\Delta r / k_{n}\right) h_{l}^{(2)}\left(k_{n} r_{n}\right) h_{l}^{(1)^{\prime}\left(k_{n} r_{n}\right)} \\
& \left.-(d k / d r)_{n} r_{n} h_{l}^{(2)}\left(k_{n} r_{n}\right) h_{l}^{(1)^{\prime \prime}}\left(k_{n} r_{n}\right) \Delta r\right\} \\
& =1+W_{11}(n) \Delta r . \tag{A3}
\end{align*}
$$

The assumption throughout is that $W_{11}(n) \Delta r$ is small compared to unity. For scattering from attractive potentials, this assumption is satisfied subject to the limitations on the potential discussed following Eqs. (14) and (32). Repulsive potentials and bound states ( $E<0$ ) must be discussed separately and will be considered in a subsequent publication.

Repeating the expansion outlined above for each of the matrix elements displayed in Eqs. (8)-(10) gives an approximate expression for $U(n)$,

$$
\begin{equation*}
U(n) \approx 1+W(n) \wedge r \tag{A4}
\end{equation*}
$$

where 1 represents the unit matrix and $W(n) \Delta r$ is a matrix whose elements are all small. Finally, the product of matrices in Eq. (6) is approximated by

$$
\begin{equation*}
\prod_{n=0}^{N} U(n) \approx \prod_{n=0}^{N}(1+W(n) \Delta r) \approx 1+\sum_{n=0}^{N} W(n) \Delta r \tag{A5}
\end{equation*}
$$

where, as previously, products of terms containing $\Delta r$ have been neglected. As $N$ becomes large and $r$ approaches zero, the sums in the matrix elements approximate integrals and the expressions given in Eqs. (12)-(13) are obtained.

We now turn to a discussion of the limits of validity of the integral approximation as expressed in Eq. (26). The method of obtaining this result is straightforward. The solution of the Schrödinger equation in the integral approximation is, from Eq. (4),
$R=r^{-1} \psi=A_{l}(r) h_{l}^{(1)}(k r)+B_{l}(r) h_{l}^{(2)}(k r)=A u+B v$,
(A6)
where the index $l$ has been dropped and the arguments suppressed in the last step. $R$ is the radial wavefunction approximant. From Eq. (6) and Eqs. (12)-(13), $A(r)$ and $B(r)$ can be written

$$
\begin{align*}
& A(r)=M_{11}(r, b) A(b)+M_{12}(r, b) B(b)  \tag{A7}\\
& B(r)=M_{21}(r, b) A(b)+M_{22}(r, b) B(b) \tag{A8}
\end{align*}
$$

where $b$ is some arbitrary point at which $R$ is assumed to be known. $A(b)$ and $B(b)$ are coefficients determined by the boundary conditions on $R$ and may be considered arbitrary until these conditions are stated explicitly.
The limits of validity are obtained by inserting the solution for $R$ given in Eq. (A6) in the radial Schrödinger equation. Since this is an approximation, there will be a remainder term. The condition that the remainder be small will determine the limits of validity of the approximation. Thus, we have

$$
\begin{align*}
& {\left[d^{2} / d r^{2}+(2 / r) d / d r+k^{2}-l(l+1) / r^{2}\right] R} \\
& =\left[d^{2} / d r^{2}+(2 / r) d / d r+k^{2}-l(l+1) / r^{2}\right] \\
& \quad \times[A(r) u+B(r) v] \approx 0 \tag{A9}
\end{align*}
$$

Using Eqs. (A7) and (A8) and the expressions in Eqs. (12) and (13) for $M_{11}$ and $M_{21}$ and performing the operations indicated in Eq. (A9), we obtain

$$
\begin{aligned}
& A(b)\left\{M_{11} d^{2} u / d r^{2}+2(d u / d r) d M_{11} / d r+u d^{2}\right. \\
& \quad \times M_{11} / d r^{2}+(2 / r) M_{11} d u / d r+(2 u / r) d M_{11} / d r \\
& \quad+\left[k^{2}-l(l+1) r^{-2}\right] M_{11} u+M_{21} d^{2} v / d r^{2}
\end{aligned}
$$

$$
\begin{align*}
& +2\left(d M_{21} / d r\right) d v / d r+v d^{2} M_{21} / d r^{2}+(2 / r) \\
& \times M_{21} d v / d r+(2 v / r) d M_{21} / d r+\left[k^{2}-l(l+1)\right. \\
& \left.\left.\times r^{-2}\right] v M_{21}\right\} \approx 0 \tag{A10}
\end{align*}
$$

The coefficient of $B(b)$ is the complex conjugate of that of $A(b)$. Since $A$ and $B$ are considered arbitrary, each coefficient must vanish separately.
The sense of the approximation is that the deviations of $R$ from the functions $u$ and $v$ is to be small. Consequently, in the terms in Eq. (A10) which do not contain derivatives of $M_{11}$ or $M_{21}$, we write

$$
\begin{align*}
& M_{11} \approx 1  \tag{A11}\\
& M_{21} \approx 0 \tag{A12}
\end{align*}
$$

With this simplification the condition for the validity of the approximation is

$$
\begin{align*}
k^{-2} & {\left[\left(4 d k / d r+r d^{2} k / d r^{2}\right) u^{\prime}+\{2 k r d k / d r\right.} \\
& \left.+r^{2}(d k / d r)^{2}\right\} u^{\prime \prime}+2(d u / d r) d M_{11} / d r \\
& +u d^{2} M_{11} / d r^{2}+(2 d v / d r) d M_{21} / d r \\
& +v d^{2} M_{21} / d r^{2}+(2 u / r) d M_{11} / d r \\
& \left.+(2 v / r) d M_{21} / d r\right] \approx 0 \tag{A13}
\end{align*}
$$

The factor $k^{-2}$ has been included to make the coefficient dimensionless. In Eq. (A13) the terms which do not contain $M_{11}, M_{21}$ or their derivatives appear because $u$ satisfies Bessel's equation of order $l$ in the variable $k r$. Performing the differentiations and using the result that the Wronskian of $u$ and $v$ is

$$
\begin{equation*}
u v^{\prime}-u^{\prime} v=-2 i /(k r)^{2} \tag{A14}
\end{equation*}
$$

we obtain (recalling that prime denotes differentiation with respect to $k r$ )

$$
\begin{equation*}
u^{\prime \prime}\left(r k^{-1} d k / d r\right)^{2}+k^{-2}(d k / d r) u^{\prime} \approx 0 \tag{A15}
\end{equation*}
$$

Equation (A15) is the condition for the validity of the approximation.
Finally, Eq. (A15) may be evaluated in the limit of large $k r$, where $u^{\prime \prime}$ approaches $-u$ and $u^{\prime}$ approaches iu. Thus, to lowest order in $1 / k r$, Eq. (A15) reduces to

$$
\begin{equation*}
\left|r k^{-1} d k / d r\right| \ll 1 \tag{A16}
\end{equation*}
$$

The condition expressed in Eq. (A16) can be satisfied by potentials with small gradients or by potentials which are small compared with the incident kinetic energy. In the former circumstance this is similar to the condition for the validity of the WKB approximation, while in the latter it is analogous to the requirement for the validity of the Born approximation.
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By describing $U(m)$ as the symmetry group of a curved phase space, namely, by describing $U(m)$ as the group of holonomy of a Hamiltonian space endowed with a Riemannian metric, it is shown that the Lie algebra of such a group is prior to any explicit Hamiltonian assumption.

## INTRODUCTION

The purpose of this paper is to discuss a treatment of the unitary group $U(m)$ as the symmetry group of phase space in the absence of any Hamiltonian information. This is done by obtaining the group $U(m)$ as a symmetry group of a curved phase space, i.e., the group of holonomy of phase space, which implies that the Hamiltonian space is characterized by a Riemann connection. This is in analogy to the holonomy group $O(3,1)$ of the fourdimensional space-time of general relativity.

In this context, we shall start in Sec. 1 with the usual "flat-space" description of the group $U(m)$ and show that the description of this group as the symmetry group of a $2 m$-dimensional flat Hamiltonian space is possible, provided we consider those canonical transformations which preserve the angle between the dynamical variables, i.e., provided the Hamiltonian space is endowed with an orthogonal metric, and provided we also restrict the Hamiltonian (or the generating function) so as to be at most quadratic in the dynamical variables.
In Sec. 2, we shall show that another point of view is possible which does not depend on the ad hoc introduction of the quadratic Hamiltonian for its Lie algebra. This is done by deriving the group $U(m)$ as the symmetry group of a $2 m$-dimensional curved phase space, i.e., the group of holonomy of a Hamiltonian space endowed with a Riemann metric. In this case the Lie algebra of the group is seen to arise quite naturally from the ${ }_{\beta}^{\alpha}$-domain of a set of $m \times m$ curvature matrices $R_{\alpha e}=$ $R_{\alpha \beta i j} d x^{i} \wedge d x^{j}$ [of the linear Hermitian tangent space of the curved phase space $\left.M_{2 m}\left(x^{i}\right)\right]$, just as the Lie algebra of the flat phase space is spanned by the ${ }_{\beta}^{\alpha}$-demain of the initially assumed Hamiltonian matrix $\widehat{\boldsymbol{H}}_{\alpha B}$ of the quadratic Hamiltonian $H=$ $\hat{H}_{\alpha \beta} z^{\alpha} z^{\text {ả }}\left(z^{\alpha}=x^{\alpha}+i p_{\alpha}\right)$ of the Hermitian flat phase space $\hat{M}_{2 m}\left(z^{\alpha}, z^{*}\right)$.

## 1. GEOMETRY OF PHASE SPACE-U(m) AS THE SYMMETRY GROUP OF FLAT PHASE SPACE

With a view to describing the internal symmetry group $U(m)$ as a symmetry group of a $2 m$-dimensional classical phase space $M_{2 m}$, we shall first briefly describe the geometry of the space and in particular its finite group of canonical transformations, i.e., the symplectic group $S P(m)$ as $U(m)$ happens to be a subgroup of this group.
Following Lee, ${ }^{1}$ we shall begin with a $2 m$-dimensional manifold $M_{2 m}$ covered with a system of coordinate neighborhoods $x^{i}(i, j, k, \ldots=1, \ldots, 2 m)$, and we shall introduce $a_{i j}$ as a skew symmetric nonsingular covariant tensor in $M_{2 m}$, whose components are to be analytic function of the $x^{\prime} s$. In terms of exterior calculus, there is associated with $a_{i j}$ the exterior differential form of degree two, i.e.,

$$
\begin{equation*}
\Omega=\frac{1}{2} a_{i j} d x^{i} \wedge d x^{j} \tag{1.1}
\end{equation*}
$$

which is called the fundamental form of $M_{2 m}$. Application of exterior derivative to $\Omega$ yields

$$
\begin{equation*}
d \Omega=\frac{1}{6} K_{i \jmath k} d x^{i} \wedge d x^{j} \wedge d x^{k} \tag{1.2}
\end{equation*}
$$

where

$$
\begin{equation*}
K_{i j k}=\frac{\partial a_{i j}}{\partial x^{k}}+\frac{\partial a_{j k}}{\partial x^{i}}+\frac{\partial a_{t i}}{d x^{j}} \tag{1.3}
\end{equation*}
$$

is called the "curvature tensor," although it has quite a different structure from the Riemann curvature tensor which arises from the Riemann metric, i.e., the symmetric metric $G_{i j} \cdot M_{2 m}$ is flat when $K_{i j k}=0$, i.e., when $d \Omega=0$, so that by the converse of Poincaré's lemma, $\Omega$ itself is the exterior derivative of a Pfaffian form $\eta=\eta_{i} d x^{i}$, such that

$$
\begin{equation*}
\Omega=d \eta=\frac{1}{2}\left(\frac{\partial \eta_{i}}{\partial x^{j}}-\frac{\partial \eta_{j}}{d x^{i}}\right) d x^{i} \wedge d x^{j} \tag{1.4}
\end{equation*}
$$
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which is called the fundamental form of $M_{2 m}$. Application of exterior derivative to $\Omega$ yields
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d \Omega=\frac{1}{6} K_{i \jmath k} d x^{i} \wedge d x^{j} \wedge d x^{k} \tag{1.2}
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where
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\begin{equation*}
K_{i j k}=\frac{\partial a_{i j}}{\partial x^{k}}+\frac{\partial a_{j k}}{\partial x^{i}}+\frac{\partial a_{t i}}{d x^{j}} \tag{1.3}
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is called the "curvature tensor," although it has quite a different structure from the Riemann curvature tensor which arises from the Riemann metric, i.e., the symmetric metric $G_{i j} \cdot M_{2 m}$ is flat when $K_{i j k}=0$, i.e., when $d \Omega=0$, so that by the converse of Poincaré's lemma, $\Omega$ itself is the exterior derivative of a Pfaffian form $\eta=\eta_{i} d x^{i}$, such that

$$
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\Omega=d \eta=\frac{1}{2}\left(\frac{\partial \eta_{i}}{\partial x^{j}}-\frac{\partial \eta_{j}}{d x^{i}}\right) d x^{i} \wedge d x^{j} \tag{1.4}
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where $a_{i j}$ is given by

$$
\begin{equation*}
a_{i j}=\left(\frac{\partial \eta_{i}}{\partial x^{j}}-\frac{\partial \eta_{j}}{\partial x^{i}}\right) . \tag{1.5}
\end{equation*}
$$

By a change of coordinates, this Pfaffian form can be put in its well-known canonical form, i.e., on setting

$$
\begin{align*}
x^{i} & =\binom{x^{\alpha}}{x^{\bar{\alpha}}}, \quad \eta_{i}=\binom{p_{\alpha}}{0}, \quad x^{\bar{\alpha}}=p_{\alpha}  \tag{1.6}\\
\bar{\alpha} & =m+\alpha, \quad 2 m=6,
\end{align*}
$$

we find that in the new coordinate system the fundamental tensor assumes the symplectic form

$$
a_{i j}=\left(\begin{array}{cc}
0 & \delta \alpha \beta  \tag{1.7}\\
-\delta a \beta & 0
\end{array}\right)=-a_{j i}
$$

where

$$
a_{i j}=a^{j i}, \quad a_{i j} a^{j k}=\delta_{i}^{k} .
$$

A locally flat $M_{2 m}$ is in particular a Hamiltonian manifold; for, if we consider a system of curves in $M_{2 m}$ defined by a system of ordinary differential equations of the form

$$
\begin{equation*}
\frac{d x^{i}}{d t}-a^{i j} \frac{\partial H}{\partial x j}=0 \tag{1.8}
\end{equation*}
$$

where $H$ is a given function of $x^{i}$ and $t$. This last equation, on account of (1.7), may be written in the form

$$
\begin{equation*}
\dot{x}^{\alpha}=\partial H / \partial t_{\alpha}, \quad \dot{p}_{\alpha}=-\partial H / \partial x^{\alpha} \tag{1.9}
\end{equation*}
$$

which gives the pair of the well-known Hamiltonian equations with $x^{\alpha}$ and $p_{\alpha}$ as canonically conjugate dynamical variables.
Consider a dynamical system with Hamiltonian $H$. In time $\delta t$, we have

$$
\begin{equation*}
\delta x^{\alpha}=\delta t\left(\partial H / \partial p_{\alpha}\right), \quad \delta p_{\alpha}=-\delta t\left(\partial H / \partial x^{\alpha}\right) \tag{1.10}
\end{equation*}
$$

so that the motion from the position at time $t=0$ to that at time $\delta t$ is an infinitesimal canonical transformation, such that

$$
\begin{equation*}
x^{\prime \alpha}=x^{\alpha}+\delta t\left(\partial H / \partial p_{\alpha}\right), \quad p_{\alpha}^{\prime}=p_{\alpha}-\delta t\left(\partial H / \partial x^{\alpha}\right) \tag{1.11}
\end{equation*}
$$

where $x^{\alpha}, t_{\alpha}$ stand for the coordinates and momenta at time $t=0$, while primed quantities refer to time $\delta t$. The most general infinitesimal canonical transformation is, however, given by

$$
\begin{equation*}
x^{\prime \alpha}=x^{\alpha}+\delta \epsilon\left(\partial F / \partial p_{\alpha}\right), \quad p_{\alpha}^{\prime}=p_{\alpha}-\delta \epsilon\left(\partial F / \partial x^{\alpha}\right), \tag{1.12}
\end{equation*}
$$

where $\delta \epsilon$ is an infinitesimal parameter and $F$ is a function of $\left(x^{\alpha}, p_{\alpha}\right)$.
It can be shown that the canonical transformations form an infinite Lie group if $F$ is a one-valued analytic function ${ }^{2}$ of ( $x^{\alpha}, p_{\alpha}$ ).
The change in a function $G\left(x^{\alpha}, p_{\alpha}\right)$ as a result of an
infinitesimal canonical transformation is then given by

$$
\begin{equation*}
\delta G=\delta \epsilon\{G, F\} \tag{1.13}
\end{equation*}
$$

where $\{$,$\} is the Poisson bracket.$
An "invariance group" of a dynamical system is defined as any subgroup of the canonical transformations, which leave the Hamiltonian invariant; that is, transformations such that

$$
\begin{equation*}
\delta H=\delta t\{H, F\}=0 \tag{1.14}
\end{equation*}
$$

In such cases, one considers only those systems whose Hamiltonian is time-independent. The invariance dynamical group is then generated by the one-valued constants of motion.
Now the group of canonical transformations is, so to speak, the "symmetry group" of classical mechanics as a whole, before any one explicit system is considered. To describe what is meant by "classical mechanics" in physics, one must focus attention on the subalgebra of $F$. For example, in Newtonian mechanics, one is usually given one observable (the "energy" or "Hamiltonian") in a distinguished role, ${ }^{3}$ and several other observables, which have relatively simple commutation relations with $H$ playing the role of the linear and angular momenta. Note that the observables, i.e., the $F^{\prime} \mathrm{s}$ (or the $\left.H^{\prime} \mathrm{s}\right)^{4}$ that are at most quadratic in the $x^{\alpha}$ and $p_{\alpha}$, together, form a Lie algebra, i.e., those of the form ${ }^{5}$

$$
\begin{equation*}
F=F_{i} x^{i}+F_{i j} x^{i} x^{j}, \tag{1.15}
\end{equation*}
$$

where $F_{i}, F_{i j}$ are constant coefficients with the following matrix representation

$$
F_{i}=\binom{F_{\alpha}}{F_{\bar{\alpha}}} F_{i j}=\left(\begin{array}{ll}
F_{\alpha \beta} & F_{\alpha \bar{\beta}}  \tag{1.16}\\
F_{\bar{\alpha} \beta} & F_{\bar{\alpha} \bar{\beta}}
\end{array}\right) .
$$

Those with $F_{i}=0$, however, generate the real symplectic group $S P(2 m)$. They will also generate its unitary subgroup $U(m)$ provided the angle between the dynamical variables is preserved.
Let us first consider the symplectic group. If we substitute $F=F_{i j} x^{i} x^{j}$ in the infinitesimal canonical transformation (1.12), which may also be expressed in terms of a single coordinate $x^{i}$, i.e., as

$$
\begin{align*}
x^{\prime i} & =x^{i}+\delta x^{i} \\
& =x^{i}+\delta \epsilon a^{i j}\left(\partial F / \partial x^{j}\right) \tag{1.17}
\end{align*}
$$

we get

$$
\begin{align*}
x^{\prime i} & =\left(\delta_{j}^{i}+\epsilon a^{i k} F_{k j}\right) x^{j} \\
& =\left(\delta_{j}^{i}+\epsilon F_{j}^{i}\right) x^{j} \\
& =\gamma_{j}^{i} x^{j}, \tag{1.18}
\end{align*}
$$

where for notational reasons we have replaced $\delta \epsilon$ by $\epsilon$ and where $\gamma_{j}^{i}=\left(\delta_{j}^{i}+\epsilon F_{j}^{i}\right)$ is a $2 m \times 2 m$ constant matrix with

$$
\begin{equation*}
\partial \gamma_{j}^{i} / \partial x^{b}=0 \tag{1.19}
\end{equation*}
$$

Consequently, if there exists a linear motion given by $d x^{\prime}{ }^{i}=\gamma_{j}^{i} d x^{j}$, such that the bilinear form $\Omega=$ $a_{i j} d x^{i} \wedge d x^{j}$ is left invariant (as required by the group of canonical transformations), we must have

$$
\begin{equation*}
\eta^{\prime}=\gamma \eta \gamma^{t} \tag{1.20}
\end{equation*}
$$

where $\gamma^{t}$ denotes the transpose of the matrix $\gamma=$ ( $\gamma_{j}^{i}$ ).
If we write

$$
\gamma=\left(\begin{array}{ll}
A & B  \tag{1.21}\\
C & D
\end{array}\right), \quad \begin{array}{ll}
A=\left(\gamma_{B}^{\alpha}\right), C=\left(\gamma_{\bar{\beta}}^{\alpha}\right), \\
B=\left(\gamma_{\beta}^{\bar{\alpha}}\right), D=\left(\gamma_{\bar{\beta}}^{\bar{\alpha}}\right),
\end{array}
$$

then (1.20) implies

$$
\begin{align*}
& A^{t} C-C^{t} A=0 \\
& D^{t} B-B^{t} D=0  \tag{1.22}\\
& A^{t} D-C^{t} B=I
\end{align*}
$$

The following identity follows easily:

$$
\gamma^{-1}=\left(\begin{array}{ll}
A & B  \tag{1.23}\\
C & D
\end{array}\right)^{-1}=\left(\begin{array}{lr}
D^{t} & -B^{t} \\
-C^{t} & A^{t}
\end{array}\right)
$$

The above matrices define the so-called symplectic group. (See for example Weyl ${ }^{6}$ ).
If further $\gamma$ is unitary,

$$
\begin{align*}
& \gamma^{-1}=\left(\gamma^{*}\right)^{t} \\
& \quad\left(\begin{array}{rr}
D^{t} & -B^{t} \\
-C^{t} & A^{t}
\end{array}\right)=\left(\begin{array}{ll}
A^{t} & C^{t} \\
B^{t} & D^{t}
\end{array}\right),
\end{align*}
$$

one finds, from (1.24),

$$
\begin{equation*}
A=D, \quad B=-C . \tag{1.25}
\end{equation*}
$$

Hence, of course, we also verify that the following relations:

$$
\begin{align*}
& F_{\beta}^{\alpha}=F_{\overline{\bar{\alpha}}}^{\bar{\alpha}}=M_{\beta}^{\alpha}, \\
& F_{\beta}^{\bar{\alpha}}=-F_{\overline{\bar{\beta}}}^{\alpha}=N_{\beta}^{\alpha}, \tag{1,26}
\end{align*}
$$

or
$F_{j}^{i}=\left(\begin{array}{cc}M_{\beta}^{\alpha} & -N_{\beta}^{\alpha} \\ N_{\beta}^{\alpha} & M_{\beta}^{\alpha}\end{array}\right), \quad$ where $\quad\left\{\begin{array}{l}M_{B}^{\alpha}=M_{\alpha}^{\beta} \\ N_{\beta}^{\alpha}=-N_{\alpha}^{\beta}\end{array}\right.$.
will hold.
The general form of the real unitary matrix is therefore of the form

$$
\gamma_{j}^{i}=\left(\begin{array}{cc}
A & -B  \tag{1.28}\\
B & A
\end{array}\right),
$$

which satisfies

$$
\begin{align*}
& A^{t} B-B^{t} A=0  \tag{1.29}\\
& A^{t} A+B^{t} B=I
\end{align*}
$$

on account of the relations (1.22). Hence if we introduce a constant matrix

$$
S=\frac{1}{\sqrt{2}}\left(\begin{array}{rr}
i I-i I  \tag{1.30}\\
I & I
\end{array}\right)
$$

we can easily verify that the following relations hold:

$$
S^{-1} \gamma S=\left(\begin{array}{lr}
A+i B & 0  \tag{1.31}\\
0 & A-i B
\end{array}\right)
$$

The last equation shows that the $m \times m$ matrix $(A+i B)$ is complex unitary, i.e.,

$$
\begin{equation*}
U=A+i B \tag{1.32}
\end{equation*}
$$

satisfies [by (1.29)]

$$
\begin{equation*}
\left(U^{*}\right)^{t} U=U^{\dagger} U=I \tag{1,33}
\end{equation*}
$$

It must be noted that the reduction of the group of canonical transformations $S P(2 m)$ to its unitary subgroup $U(m)$, presupposes the introduction of an orthogonal metric, i.e., a constant symmetric metric into the Hamiltonian space. For if

$$
O_{i j}=\left(\begin{array}{ll}
\delta_{\alpha \beta} & 0  \tag{1.34}\\
0 & \delta_{\alpha \beta}
\end{array}\right)
$$

is the metric tensor which preserves the angle between the dynamical variables, then under an arbitrary coordinate transformation $x^{\prime}{ }^{i}=f(x)$, not only the volume element but also the line element, i.e., both

$$
\begin{equation*}
\Omega=a_{i j} d x^{i} \wedge d x^{j} \tag{1.35}
\end{equation*}
$$

and $d s^{2}=O_{i j} d x^{i} d x^{j}$
remain invariant; from this fact, we deduce that
$a_{i j}^{\prime}=a_{k l} \frac{\partial x^{k}}{\partial x^{\prime} i} \frac{\partial x^{l}}{\partial x^{\prime j}}, \quad O_{i j}=O_{k l} \frac{\partial x^{k}}{\partial x^{\prime}} \frac{\partial x^{l}}{\partial x^{\prime j}}$.
It is easily verified that the transformations

$$
\begin{aligned}
x^{\prime}{ }^{i} & =\gamma_{j}^{i} x^{j}, & \gamma_{j}^{i} \gamma_{k}^{j} & =\delta_{i}^{i}, \\
\stackrel{\gamma}{\gamma}_{i} & =\gamma_{j}^{i}, & \left(\partial \gamma_{j}^{i} / \partial x^{k}\right) & =0,
\end{aligned}
$$

with $\gamma$ given by the matrix

$$
\gamma=\left(\begin{array}{rr}
A & -B \\
B & A
\end{array}\right)
$$

satisfying

$$
\begin{aligned}
& A^{t} B-B^{t} A=0 \\
& A^{t} A+B^{t} B=I
\end{aligned}
$$

can be considered as the most general transformations satisfying Eq. (1.36). Needless to say, the subgroup of the general linear group $G L(2 m, R)$ which leaves invariant $a_{i j}$ is, by definition, the symplectic group $S P(2 m)$, whilst that leaving invariant
$O_{i j}$ is, by definition, the orthogonal group $O(2 m)$. But the subgroup of the general linear group which leaves invariant both $a_{i j}$ and $O_{i j}$ is the intersection of the two groups $S P(2 m)$ and $O(2 m)$, [i.e., $U(m)=$ $S P(2 m) \cap O(2 m)]$ and is known as the real representation of the unitary group. However, since for particle physics it is the complex representation of the group $U(m)$ which plays a fundamental role, we shall proceed to discuss the complex representation of the group.
Such a representation is obtained by setting

$$
\begin{align*}
& z^{\alpha}=x^{\alpha}+i p_{\alpha}  \tag{1.37}\\
& z^{*}=x^{\alpha}-i p_{\alpha}
\end{align*}
$$

so that the real phase space $M_{2 m}$ is now equivalent to the complex phase space $\hat{M}_{2 m}$. In terms of the new variables, the equations of motion equivalent to (1.8) assume the complex form

$$
\begin{equation*}
\frac{d z^{i}}{d \epsilon}-\hat{a}^{i j} \frac{\partial F}{\partial z^{j}}=0 \tag{1.38}
\end{equation*}
$$

where

$$
\begin{align*}
\frac{d z^{\alpha}}{d \epsilon} & =-i \delta^{\alpha \beta} \frac{\partial F}{\partial z^{*}}  \tag{1.39a}\\
& =-i \frac{\partial F}{\partial z_{\alpha}^{*}} \\
\frac{d z^{*}}{d \epsilon} & =i d^{\alpha \beta} \frac{\partial F}{\partial z^{\beta}}  \tag{1.39b}\\
& =i \frac{\partial F}{\partial z_{\alpha}}
\end{align*}
$$

is their explicit representation, since

$$
\hat{a}^{i j}=\left(\begin{array}{lc}
0 & -i \delta^{\alpha \beta}  \tag{1.40}\\
i \delta^{\alpha \beta} & 0
\end{array}\right), \quad z^{i}=\binom{z^{\alpha}}{z^{\alpha}}
$$

In Eq. (1. 39), the generating function $F$ has to be regarded as a function of $z^{\alpha}, z^{\frac{6}{\alpha}}$ satisfying the reality condition

$$
\begin{equation*}
F\left(z^{\alpha}, z^{*}\right)=\left[F\left(z^{\alpha}, z^{*}\right)\right]^{*}=F^{*}\left(z^{\alpha}, z^{\alpha}\right) . \tag{1.41}
\end{equation*}
$$

For the specific case of the quadratic $F$ under consideration, namely, $F=F_{i j} x^{i} x^{j}$, the function $F\left(z^{\alpha}, z^{\alpha}\right)$ assumes the form

$$
\begin{equation*}
F=\widehat{F}_{\alpha \beta} z^{\alpha}{ }_{z}{ }^{\beta} \tag{1.42}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{F}_{\alpha \beta}=M_{\alpha \beta}-i N_{\alpha \beta}=\hat{F}_{\beta \alpha}^{* *} \tag{1.43}
\end{equation*}
$$

is a set of $m^{2}$ linearly independent Hermitian matrices. When the above special function (1.42) is inserted into the equations of motion (1.39a), we obtain

$$
\begin{equation*}
\frac{d z^{\alpha}}{d \epsilon}=-i \hat{F}_{\beta}^{\alpha} z^{\beta} \tag{1.44}
\end{equation*}
$$

which is the equation of motion for $m$ coupled harmonic oscillators.
For an infinitesimal transformation, we have

$$
\begin{align*}
z^{\prime \alpha} & =z^{\alpha}+\delta z^{\alpha} \\
& =z^{\alpha}-i \epsilon^{(a)} \hat{F}_{(a) \beta}^{\alpha} z^{\beta} \\
& =\left(\delta \epsilon_{\beta}^{\alpha}-i \epsilon^{(a)} \hat{F}_{(a) \beta}^{\alpha}\right) z^{\beta} \\
& =U_{\beta}^{\alpha} z^{\beta}, \tag{1.45}
\end{align*}
$$

which defines the complex representation of the real unitary transformations, i.e. the transformations defined by $x^{\prime i}=\gamma_{j}^{i} x^{j}$ with $\widehat{F}_{(\alpha)}\left(\alpha{ }_{\beta}^{\alpha}\right.$-indices suppressed) as a set of $m^{2}$ Hermitian matrices spanning the Lie algebra of the complex unitary group as they satisfy the following commutation relations

$$
\begin{equation*}
\left[\hat{F}_{(a)}, \widehat{F}_{(b)}\right]=i f_{(a)(b)}^{(c)} \hat{F}_{(c)} \tag{1.46}
\end{equation*}
$$

## 2. THE GROUP $U(m)$ AS THE SYMMETRY GROUP OF THE CURVED PHASE SPACE

We shall now replace the orthogonal metric of the phase space $M_{2 m}$ by a Riemannian metric and thus show that the Lie algebra of the group $U(m)$ is no longer dependent on an ad hoc stipulation of the quadratic generating function. For in our case, the Lie algebra of the group $U(m)$ (which is the group of holonomy of $M_{2 m}$ is spanned by the $\alpha_{B}$ domain of the anti-Hermitian curvature tensor $R_{B i j}^{\alpha}$ of the tangent-bundle of the base manifold $M_{2 m}$. The group $U(m)$ will thus arise as the symmetry group of the curved phase space.
We thus begin with a curved phase manifold $M_{2 m}$, namely, a Hamiltonian manifold endowed with a Riemannian metric given by the square of the line element

$$
\begin{equation*}
d s^{2}=G_{i j} d x^{i} d x^{j} \tag{2.1}
\end{equation*}
$$

The Riemannian metric gives rise to the Christoffel connection
$\Gamma_{j k}^{i}=\left\{\begin{array}{l}i \\ j k\end{array}\right\}=\frac{1}{2} G^{i l}\left(\frac{\partial G_{l j}}{\partial x^{k}}+\frac{\partial G_{l k}}{\partial x^{j}}-\frac{\partial G_{j k}}{\partial x^{l}}\right)$,
which we shall assume to be nonintegrable, i.e., nonflat. If we denote by $\nabla_{k}$ the operation of the covariant derivative of the metric $a_{i j}$ of $M_{2 m}$ with respect to the symmetric connection $\Gamma_{j k}^{i}$, we have

$$
\begin{equation*}
\nabla_{k} a_{i j}=\frac{\partial a_{i j}}{\partial x^{k}}-\Gamma_{i k}^{l} a_{l j}-\Gamma_{j k}^{l} a_{l i} \tag{2.3}
\end{equation*}
$$

from which

$$
\begin{equation*}
K_{i j k}=\nabla_{k} a_{i j}+\nabla_{i} a_{j k}+\nabla_{j} a_{k i} \tag{2,4}
\end{equation*}
$$

where once again

$$
\begin{equation*}
K_{i j k}=\frac{\partial a_{i j}}{\partial x^{k}}+\frac{\partial a_{j k}}{\partial x^{i}}+\frac{\partial a_{k i}}{\partial x^{j}}=0 \tag{2.5}
\end{equation*}
$$

A phase manifold with the above metrical properties is known as an almost Kahlerian manifold. ${ }^{7}$

The nonintegrability of the Riemann connection of $M_{2 m}$ will give rise to the Riemann curvature tensor

$$
\begin{equation*}
R_{j k l}^{i}=\frac{\partial \Gamma_{j k}^{i}}{\partial x^{l}}-\frac{\partial \Gamma_{j l}^{i}}{\partial x^{k}}+\Gamma_{j l}^{m} \Gamma_{m k}^{i} \dot{\perp} \Gamma_{j k}^{m} \Gamma_{m l}^{i}, \tag{2.6}
\end{equation*}
$$

which will, however, prevent us from obtaining a group of unitary transformations on such a space since this would require a coordinate system in which $G_{i j}=O_{i j}$ everywhere on a finite domain and hence $R_{j k l}^{i j}=0$. To remedy this situation, we introduce at each point $P$ of $M_{2 m}$ a "tetrad" of $2 m$ independent vectors

$$
e_{i}^{A}=\binom{e_{i}^{\alpha}}{e_{i}^{\bar{\alpha}}}
$$

and their duals

$$
e_{A}^{i}=\binom{e_{\alpha}^{i}}{e_{\bar{\alpha}}^{i}}
$$

where the duality is defined by either of the equivalent relations:

$$
\begin{align*}
& e_{i}^{A} e_{A}^{j}=\delta_{i}^{j}, \quad e_{i}^{A} e_{B}^{i}=\delta_{B}^{A},  \tag{2.7}\\
& A, B, C, \ldots=1, \ldots, 2 m,
\end{align*}
$$

with

$$
\begin{align*}
& e_{\mu}^{i} e_{i}^{\lambda}=0, \quad e_{\mu}^{i} e_{i}^{\lambda}=\delta_{\mu}^{\lambda}, \quad e_{\mu}^{i} e_{i}^{\lambda}=0,  \tag{2.8}\\
& e_{\mu}^{i} e_{i}^{\bar{\lambda}}=\delta_{\bar{\mu}}^{\bar{\lambda}}, \quad e_{\mu}^{i} e_{j}^{\mu}+e_{\frac{i}{\mu}} e_{j}^{\bar{\mu}}=\delta_{j^{\prime}}^{i}
\end{align*}
$$

as their equivalent representation.
The $2 m$ independent vectors $e_{i}^{A}$, and their duals, then serve to define

$$
\begin{equation*}
O_{A B}=e_{A}^{i} e_{B}^{j} G_{i j}, \quad a_{A B}=e_{A}^{i} e_{B}^{j} a_{i j} \tag{2.9}
\end{equation*}
$$

where

$$
O_{A B}=\left(\begin{array}{ll}
\delta_{\alpha \beta} & 0  \tag{2.10}\\
0 & \delta_{\alpha \beta}
\end{array}\right), \quad a_{A B}=\left(\begin{array}{cc}
0 & \delta_{\alpha \beta} \\
-\delta_{\alpha B} & 0
\end{array}\right)
$$

are the orthogonal and symplectic metric tensors of the linear tangent space $T_{2 m}$ attached to each point $P$ of $M_{2 m}$.
If we consider another "tetrad" at the same point $P$ and put ${ }^{7}$
then

$$
\begin{align*}
& e_{A}^{\prime i}=\gamma_{A}^{B} e_{B}^{i},  \tag{2.11}\\
& O_{A B}^{\prime}=\gamma_{A}^{C} \gamma_{B}^{D} O_{C D}, \quad a_{A B}^{\prime}=\gamma_{A}^{C} \gamma_{B}^{D} a_{C D} \tag{2.12}
\end{align*}
$$

should have again the form (2.11) from which fact we conclude that the matrix $\gamma$ should be of the form

$$
\gamma=\left(\begin{array}{rr}
A & -B  \tag{2.13}\\
B & A
\end{array}\right)
$$

satisfying

$$
\begin{align*}
& A^{t} B-B^{t} A=0  \tag{2.14}\\
& A^{t} A+B^{t} B=1
\end{align*}
$$

This means that $\gamma$ is a real representation of the unitary transformation.
The complex representation of the above group is obtained, as before, by setting

$$
\begin{equation*}
v_{\alpha}^{i}=\frac{1}{\sqrt{2}}\left(e_{\alpha}^{i}-i e_{\bar{\alpha}}^{i}\right) \tag{2.15}
\end{equation*}
$$

and applying similarity transformation to $\gamma$, i.e.,

$$
S^{-1} \gamma S=\left(\begin{array}{cc}
U & 0  \tag{2.16}\\
0 & U^{*}
\end{array}\right)
$$

where

$$
\begin{gather*}
v_{\alpha}^{i} v_{i}^{B}=\delta_{\alpha}^{\beta}, \quad v_{\alpha}^{i} v_{i}^{*}=\delta_{\alpha}^{*}, \quad v_{\alpha}^{i} v_{i}^{*}=0,  \tag{2,17}\\
v_{\alpha}^{i} v_{j}^{\alpha}+v_{\alpha}^{i} v_{j}^{*}=\delta_{j}^{i},
\end{gather*}
$$

and

$$
\begin{equation*}
U=A+i B \tag{2.18}
\end{equation*}
$$

and where the latter matrix is unitary since it obeys the unitarity conditions

$$
\begin{equation*}
U^{\dagger} U=I \tag{2.19}
\end{equation*}
$$

on account of the relations (2.14). The real unitary transformations (2.11) are thus equivalent to

$$
\begin{equation*}
v_{\lambda}^{\prime i}=U_{\lambda}^{\alpha} v_{\alpha}^{i} \tag{2.20}
\end{equation*}
$$

It now remains to show that the Lie algebra of the above group is spanned by the ${ }_{B}^{\alpha}$-domain of the curvature of $R_{B i j}^{\alpha}$ of the complex tangent-bundle. For this purpose we must apply covariant derivation on the "tetrad" $v_{\alpha}^{i}$. Thus, we obtain

$$
\begin{equation*}
\nabla_{k} v_{\alpha}^{i}=\left(\partial v_{\alpha}^{i} / \partial x^{K}\right)+\Gamma_{j k}^{i} v_{\alpha}^{j}=w_{\alpha k}^{\beta} v_{B}^{i}, \tag{2.21}
\end{equation*}
$$

where $\psi_{\alpha k}^{B}$ is the connection in the tangent-bundle obeying the following anti-Hermiticity conditions

$$
\begin{equation*}
w_{\alpha k}^{B}+w_{\dot{\beta}_{k}}^{*}=0 . \tag{2.22}
\end{equation*}
$$

The last relation is a consequence of the fact that

$$
\begin{equation*}
\nabla_{k} \hat{O}_{A B}=\frac{\partial \hat{O}_{A B}}{\partial x^{k}}+\hat{w}_{A k}^{c} \hat{O}_{C B}-\hat{w}_{B k}^{C} \hat{O}_{C A}=0 \tag{2.23}
\end{equation*}
$$

where

$$
\hat{O}_{A B}=\left(\begin{array}{ll}
0 & \delta_{\alpha B}  \tag{2.24}\\
\delta_{\alpha B} & 0
\end{array}\right), \quad \hat{w}_{A k}^{B}=\left(\begin{array}{ll}
w_{\alpha k}^{B} & 0 \\
0 & w_{\alpha k}^{*}
\end{array}\right) .
$$

As covariant derivatives do not commute, in general, we have

$$
\begin{equation*}
\nabla_{l} \nabla_{k} v_{\alpha}^{i}-\nabla_{k} \nabla_{l} v_{\alpha}^{i}=-R_{\alpha k l}^{\beta} v_{B}^{i}, \tag{2.25}
\end{equation*}
$$

where

$$
\begin{equation*}
R_{\alpha k l}^{\beta}=\frac{\partial w_{\alpha k}^{\beta}}{\partial x^{l}}-\frac{\partial w_{\alpha l}^{\beta}}{\partial x^{k}}+w_{\alpha k}^{\lambda} w_{\lambda l}^{\beta}-w_{\alpha l}^{\lambda} w_{\lambda k}^{\beta} \tag{2.26}
\end{equation*}
$$

is the curvature tensor of the tangent-bundle satisfying

$$
\begin{equation*}
R_{\alpha k l}^{\beta}+R_{\underset{\beta k l}{*}}^{\stackrel{*}{*}}=0 . \tag{2.27}
\end{equation*}
$$

On the other hand, we have by Ricci's identity ${ }^{8}$

$$
\begin{equation*}
\nabla_{l} \nabla_{k} v_{\alpha}^{i}-\nabla_{k} \nabla_{l} v_{\alpha}^{i}=-R_{j k l}^{i} v_{\alpha}^{i}, \tag{2,28}
\end{equation*}
$$

where $R_{j k l}^{i}$ is the Riemann curvature tensor of $M_{2 m}$.
Hence

$$
\begin{equation*}
R_{\alpha k l}^{\beta}=R_{j k l}^{i} v_{\alpha}^{j} v_{i}^{\beta} . \tag{2.29}
\end{equation*}
$$

If we now take a complex tangent vector $\phi^{\alpha}=$ $v_{i}^{\alpha}\left(\partial / \partial x^{i}\right)$ around an infinitesimal loop from a point $P$ of the base space back to itself, we shall arrive at a new tangent vector $\phi^{\prime \alpha}$ related to the old one by the infinitesimal transformation

$$
\begin{align*}
\phi^{\prime \alpha} & =\phi^{\alpha}+\delta \phi^{\alpha} \\
& =\phi^{\alpha}-\frac{1}{2} R_{B k l}^{\alpha} \phi^{\beta} d x^{k} \wedge d x^{l} \tag{2.30}
\end{align*}
$$

where $d x^{k} \wedge d x^{l}$ is the oriented surface enclosed by the loop. The above transformation is, in fact, a unitary transformation, i.e.,

$$
\begin{align*}
\phi^{\prime \alpha} & =\left(\delta_{\beta}^{\alpha}-\frac{1}{2} R_{\beta k l}^{\alpha} d x^{k} \wedge d x^{l}\right) \phi^{\beta}  \tag{2.31}\\
& =U_{\beta}^{\alpha} \phi^{\beta}
\end{align*}
$$

on account of the anti-Hermiticity of the curvature (2.27). The set of all such transformations constitutes the holonomy group ${ }^{9}$ of $M_{2 m}$, where the ${ }_{\alpha}^{\beta-}$ domain of the curvature $R_{\beta k l}^{\alpha}$ spans the Lie algebra of this group. Thus there exists a decomposition of the curvature

$$
\begin{equation*}
R_{\beta k l}^{\alpha}=i B_{k l}^{(a)} \widehat{F_{(a) \beta}^{\alpha}}, \tag{2.32}
\end{equation*}
$$

such that $\widehat{F}_{(a)}$ are the generators of the group $U(m)$, obeying the bracket operation

$$
\begin{equation*}
\left[\hat{F}_{(a)}, \hat{F}_{(b)}\right]=i f \hat{C}_{a)(b)}^{c} \hat{F}_{c} \tag{2.33}
\end{equation*}
$$

where ${ }_{\beta}^{\alpha}$-indices have been suppressed.
Substituting the expansion of the curvature in the infinitesimal transformation (2.31), we obtain

$$
\begin{equation*}
\phi^{\prime \alpha}=\left(\delta_{\beta}^{\alpha}-i \epsilon^{(a)} \hat{F}_{(a) \beta}^{\alpha}\right) \phi^{\beta}, \tag{2.34}
\end{equation*}
$$

where

$$
\begin{equation*}
\epsilon^{(a)}=\frac{1}{2} B_{k l}^{(a)} d x^{k} \wedge d x^{l} \tag{2.35}
\end{equation*}
$$

is the infinitesimal element of the holonomy group $U(m)$. The transformation (2.34) has the form of the infinitesimal transformation

$$
\begin{equation*}
z^{\prime \alpha}=\left(\delta_{B}^{\alpha}-i \epsilon^{(a)} \hat{F}_{(a) \beta}^{\alpha}\right) z^{\beta} \tag{2.36}
\end{equation*}
$$

of the flat phase space considered earlier. Indeed, the infinitesimal increment (with $\epsilon^{(a)}$ replaced by $\left.\delta \epsilon^{(a)}\right)$,

$$
\begin{equation*}
\delta \phi^{\alpha}=-i \delta \epsilon^{(a)} \hat{F}_{(a) \beta}^{\alpha} \phi^{\beta} \tag{2.37}
\end{equation*}
$$

leads to the equations of motion

$$
\begin{equation*}
d \phi^{\alpha} / d \epsilon=-i \hat{F}_{\beta}^{\alpha} \phi^{\beta}, \tag{2.38}
\end{equation*}
$$

which are of the same form as the equations of a coupled harmonic oscillator

$$
\begin{equation*}
d z \alpha / d \epsilon=-i \hat{F}_{\beta}^{\alpha} \beta \tag{2.39}
\end{equation*}
$$

of the flat phase space. Moreover, by introducing the generating function

$$
\begin{equation*}
F=\hat{F}_{\alpha \beta} \phi^{\alpha} \phi^{\stackrel{*}{B}}, \tag{2.40}
\end{equation*}
$$

we can see that the equations of motion (2.38) assume the form

$$
\begin{equation*}
\frac{d \phi^{\alpha}}{d \epsilon}=-i \frac{\partial F}{\partial \phi_{\alpha}^{*}}, \tag{2.41}
\end{equation*}
$$

which is the same as that of the equations of motion

$$
\begin{equation*}
\frac{d z^{\alpha}}{d \epsilon}=-i \frac{\partial F}{\partial z_{\alpha}^{*}} \tag{2.42}
\end{equation*}
$$

of flat phase space.
The above derivation shows that the generating function (2,40) in the curved phase space can play the role of the quadratic generating function of the flat phase space. In this approach the generating function is not introduced as an initial assumption but has been shown to be a manifestation of the underlying geometry. This approach has the additional merit of enabling one to give a geometric description of the gauge fields as fields arising from the Christoffel connection of the curved phase space. In this case the holonomy group is an internal holonomy group of the space-time as it is generated through a displacement of a vector around a loop in the event space, rather than the curved phase space. The details of this viewpoint have been expounded elsewhere. ${ }^{10}$

[^0]4 In general, if $H$ is a Hamiltonian of a specific system, one may consider the "symmetries" of $H$ in the broad sense as the set of $F^{\prime}$ 's such that $\{F, H\}=0$. Then one-parameter groups generated by $F$ can be put to work to find the group generated by $H$.

5 The generating function $F$ (or $H$ ) has the power series expansion $F=F_{1}+F_{2}+\cdots$, where $F_{k}$ is a homogenous polynomial of degree $k$ in the independent variables

$$
x^{i}=\binom{x^{\alpha}}{p^{\alpha}}
$$

and where in particular we have

$$
F_{1}=F_{i} x^{i}, \quad F_{2}=F_{i j} x^{i} x^{j}
$$

6 H. Weyl, The Classical Groups and thew Invariant Represenfations (Princeton U. P., Princeton, N. J., 1939).
7 K. Yano, Differential Geometry on Complex and Almost Complex Spaces (Pergamon, New York, 1965).
8 E. P. Eisenhart, Am. Math. Soc. Coll. Pub. 8, 12 (1927).
9 J. A. Schouten, Ricci Calculus (Springer-Verlag, Berlin, 1954), 2nd ed., p. 375.
10 S. Heskia, Nuovo Cimento 3A, 625 (1971).
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#### Abstract

We demonstrate on a gas model that, if three-body events are neglected, the nonequilibrium correlations extend over a distance proportional to the relaxation time of the one-body distribution function. For homogeneous perturbations this correlation length is the mean free path, the relaxation time being the mean free flight time. In the hydrodynamical limit both the relaxation time of nonhomogeneous perturbations and the correlation length become infinite. This resolves the apparent contradistinction between the recent claim of a finite correlation length for nonequilibrium (but homogeneous) gases and the occurrence of correlations with an infinite range leading to divergences in the virial expansion of transport coefficients which precisely describe hydrodynamical perturbations.


## 1. INTRODUCTION

The question of the range of the correlations in nonequilibrium gases plays a crucial role in the problem of the virial expansion of transport coefficients. ${ }^{1}$ In fact, the divergences occurring in this expansion are closely connected to the correlations with an inifinite range appearing at the Boltzmann approximation, ${ }^{2}$ namely, when three-body events are not accounted for. This last point, which is more or less implicit in the previous reference, ${ }^{2}$ will be wholly confirmed here (Sec. 5). Henceforth, the recent discovery ${ }^{3}$ of correlation functions with a finile range in a modeled kinetic theory of gases may appear as being in contradistinction with the results found in the search of a virial expansion for the collision operator.

In fact the nonequilibrium correlations with an infinite range appear when one assumes, after Bogoliubov, ${ }^{4}$ a "synchronization" between the oneand two-body distribution functions, the two-body distribution functions being calculated by considering the one-body distribution function as stationary, although a nonequilibrium distribution function is certainly nonstationary in the absence of any constant external source of disturbance, as usually assumed. And it is not surprising that the correlation with an infinite range may be removed by dropping this synchronization assumption, and by solving simultaneously the equations relating the one- and two-body distribution functions in the low density limit. This has been done ${ }^{5}$ for particular models, and correlations with a finite range have actually appeared.

However, it may be emphasized that, in these works, ${ }^{3,5}$ the range of the nonequilibrium correlations appears to be roughly proportional to the relaxation time of the one-body distribution func-
tion, when three-body events are neglected. This can be understood as follows: When one neglects three-body events and makes the stosszahlansatz, two particles which collide become correlated after the collision in a nonequilibrium gas and remain indefinitely correlated after this collision if the effect of the other particles is neglected. In this way ${ }^{6}$ binary collisions constitutes in a nonequilibrium system a "source" of correlations located at $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \sim r_{0}\left(r_{0}=\right.$ range of the intermolecular forces). If three-body collisions are not accounted for, there is no "sink" for these nonequilibrium correlations which, once they have been created at a relative distance $r_{0}$, propagate freely among the rectilinear free motion. That explains why, in this approximation (with no threebody events), the undamped peak of correlation corresponds to a relative distance increasing as $\left|\mathbf{v}_{1}-\mathbf{v}_{2}\right| t$, the spatial width of this peak being of order $\left|\mathbf{v}_{1}-\mathbf{v}_{2}\right| t_{r}, t_{r}$ being the relaxation time of the system: In fact, the "source" of correlation has a lifetime $t_{r}$, since it disappears when the equilibrium state is reached. Calling "correlation length" the spatial width of the peak of maximum correlation, this correlation length is proportional to the relaxation time of the system. Hence, the existence of correlations with an infinite range is connected with the infinite relaxation times which may appear in nonequilibrium phenomena. When the nonequilibrium state is homogeneous, namely, when the one-body distribution function does not depend on the position, the gas reaches an equilibrium state with a finite time rate, of order of the mean free flight time, so that the assumption of synchronization is incorrect for correlation range of order or larger than the mean free path. On the contrary, when one studies the relaxation of a perturbed one-body distribution function which depends on the position, e.g., as $e^{i \mathbf{k} \cdot \mathrm{r}}$, one finds in the hy-
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In fact the nonequilibrium correlations with an infinite range appear when one assumes, after Bogoliubov, ${ }^{4}$ a "synchronization" between the oneand two-body distribution functions, the two-body distribution functions being calculated by considering the one-body distribution function as stationary, although a nonequilibrium distribution function is certainly nonstationary in the absence of any constant external source of disturbance, as usually assumed. And it is not surprising that the correlation with an infinite range may be removed by dropping this synchronization assumption, and by solving simultaneously the equations relating the one- and two-body distribution functions in the low density limit. This has been done ${ }^{5}$ for particular models, and correlations with a finite range have actually appeared.

However, it may be emphasized that, in these works, ${ }^{3,5}$ the range of the nonequilibrium correlations appears to be roughly proportional to the relaxation time of the one-body distribution func-
tion, when three-body events are neglected. This can be understood as follows: When one neglects three-body events and makes the stosszahlansatz, two particles which collide become correlated after the collision in a nonequilibrium gas and remain indefinitely correlated after this collision if the effect of the other particles is neglected. In this way ${ }^{6}$ binary collisions constitutes in a nonequilibrium system a "source" of correlations located at $\left|\mathbf{r}_{1}-\mathbf{r}_{2}\right| \sim r_{0}\left(r_{0}=\right.$ range of the intermolecular forces). If three-body collisions are not accounted for, there is no "sink" for these nonequilibrium correlations which, once they have been created at a relative distance $r_{0}$, propagate freely among the rectilinear free motion. That explains why, in this approximation (with no threebody events), the undamped peak of correlation corresponds to a relative distance increasing as $\left|\mathbf{v}_{1}-\mathbf{v}_{2}\right| t$, the spatial width of this peak being of order $\left|\mathbf{v}_{1}-\mathbf{v}_{2}\right| t_{r}, t_{r}$ being the relaxation time of the system: In fact, the "source" of correlation has a lifetime $t_{r}$, since it disappears when the equilibrium state is reached. Calling "correlation length" the spatial width of the peak of maximum correlation, this correlation length is proportional to the relaxation time of the system. Hence, the existence of correlations with an infinite range is connected with the infinite relaxation times which may appear in nonequilibrium phenomena. When the nonequilibrium state is homogeneous, namely, when the one-body distribution function does not depend on the position, the gas reaches an equilibrium state with a finite time rate, of order of the mean free flight time, so that the assumption of synchronization is incorrect for correlation range of order or larger than the mean free path. On the contrary, when one studies the relaxation of a perturbed one-body distribution function which depends on the position, e.g., as $e^{i \mathbf{k} \cdot \mathrm{r}}$, one finds in the hy-
drodynamical limit ( $k \rightarrow 0$ ) some relaxation processes whose time rate goes to infinity as $k^{-2}$. And in this hydrodynamical limit, the assumption of synchronization can be considered as valid, since the one-body distribution function is stationary with an accuracy as great as desired. This remark is of a crucial importance for the study of the transport coefficients, since it can be easily seen ${ }^{7}$ that one is dealing with a nonequilibrium $h y$ drodynamical state when one tries to obtain these transport coefficients by means of the ChapmanEnskog method. Hence the synchronization assumption is convenient for this case.
The aim of this paper is twofold: first, the preceding statements about the range of correlations at the Boltzmann order are verified on a gas model both for a homogeneous and a hydrodynamic nonequilibrium state; it is shown further that the divergences of the virial expansion of the collision operator may be considered as originating from the correlations with an infinite range appearing at the Boltzmann order.

Two features of the studied model render it very suitable for this study:
(1) The interaction law is of the "hard-core" type, so that, at the Boltzmann approximation, the collision operator is exactly Markovian and no "synchronization" assumption is needed to derive the collision operator in the low density limit;
(2) The correlation function may be readily deduced from the one-body distribution function. Further, in order to minimize difficulties usually encountered by solving the complete Boltzmann equation, we have chosen one of the simplest model of gas; the Lorentz gas of light particles colliding with fixed hard spheres. This model has been the subject of detailed investigations ${ }^{8}$; the transport equation may be solved for perturbation varying in space as $e^{i \mathbf{k} \cdot \mathbf{r}}$, and this solution joins the usual diffusion solution decaying as $e^{-k^{2} D t}$ in the hydrodynamic limit $k \rightarrow 0$. The Boltzmann equation of this model will be given in Sec. 2, and it will be explained how to deduce the correlation function from the one-body distribution functions when threebody events are neglected.

In Sec. 3, it will be shown that, for homogeneous perturbations, the correlation length is actually finite of the order of mean free path.

In Sec. 4, the Boltzmann equation is solved for a perturbed one-body distribution function varying in space as $e^{i \mathbf{k} \cdot \mathbf{r}}$, and it will be shown that, in the limit $k \rightarrow 0$, the perturbation decreases at $t \rightarrow \infty$ as $e^{-D k^{2} t}$, yielding nonequilibrium correlation with an infinite range.
In Sec. 5, we shall relate the divergences appearing in the virial expansion of the collision operator and the infinite range of the Boltzmann order correlations, which actually exists in nonhydrodynamic nonequilibrium states, as shown in Sec. 4. For that purpose we shall use a recent derivation ${ }^{2}$
of the Ring collision operator, this collision operator being the sum of the most diverging terms appearing at each order in the virial expansion of the collision operator. In particular, we shall be able to express in a closed form this collision operator from the Boltzmann order correlation function. Studying further the density expansion of this collision operator, we shall find a divergence at the order $\mathrm{n}^{3}$ which is removed when an upper bound for the range of the Boltzmann order correlations is arbitrarily introduced.

In the conclusion, we examine briefly the problem of the actual existence of these infinite-range correlations, and the question whether the introduction of three- and many-body events do really cut the nonequilibrium correlation at a microscopic distance.

## 2. KINETIC THEORY OF A LORENTZ GAS OF HARD SPHERES

In this section, it will be shown that for a Lorentz gas of hard spheres, the one-body distribution function (or distribution function of a light particle) is given by the solution of a self-consistent Markovian equation; furthermore, the correlation function will be given as an explicit function of the distribution function of a light particle.

Let us consider a system of light particles moving in an array of $N$ stationary and identical hard spheres of radius $r_{0}$. The positions of the hard spheres are distributed at random, and there is no mutual interaction between the spheres. Let $\mathbf{R}_{i}$ and $\mathbf{R}_{j}$ be the positions of the centers of two hard spheres (we do not exclude the possibility of an "overlapping" situation with $\left|\mathbf{R}_{i}-\mathbf{R}_{j}\right|<2 r_{0}$ ). Furthermore, we assume that there is no mutual interaction between the light particles, which are of zero extension. Let $\mathbf{R}_{1}, \ldots, \mathbf{R}_{N}$ be the positions of the hard spheres, and $\mathbf{r}$ and $v$ the position and the velocity of a light particle. The Liouville equation for this system of ( $N+1$ ) particles, deduced by slightly modifying the Liouville equation for a system of identical hard spheres ${ }^{9}$ is

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}+\sum_{i=1}^{N} \kappa_{i}\right) D=0 \tag{2.1}
\end{equation*}
$$

where $D$ is the Gibbs distribution function in phase space of the light particle and the hard spheres, $D$ being a function of $\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N}$ and $t, \kappa_{i}$ is a singular operator which acts on $D$ as

$$
\begin{align*}
& \kappa_{i} D\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N} \mid t\right) \\
&=(\mathbf{u} \cdot \mathbf{v}) \delta\left(\mathbf{r}-\mathbf{R}_{i}+\boldsymbol{r}_{0} \mathbf{u}\right) D\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N} \mid t\right) \\
&-(\mathbf{u} \cdot \mathbf{v}) \delta\left(\mathbf{r}-\mathbf{R}_{i}-\boldsymbol{r}_{0} \mathbf{u}\right) D\left(\mathbf{r}, \mathbf{v}^{*} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N} \mid t\right) . \tag{2.2}
\end{align*}
$$

In (2. 2):

$$
\begin{align*}
u & =\frac{\mathbf{r}-\mathbf{R}_{i}}{\left|\mathbf{r}-\mathbf{R}_{i}\right|} \\
\mathbf{v}^{*} & =-\mathbf{v}\left(1-\frac{2 b^{2}}{r_{0}^{2}}\right)+\frac{2 \mathbf{b}}{r_{0}} v\left(1-\frac{b^{2}}{r_{0}^{2}}\right)^{1 / 2} \tag{2.3}
\end{align*}
$$

b being the impact parameter:

$$
\begin{equation*}
\mathbf{b}=\boldsymbol{r}_{0} \mathbf{u}-\frac{\mathbf{u} \cdot \mathbf{v}}{v^{2}} \mathbf{v} \tag{2.4}
\end{equation*}
$$

Since (2.1) is a Liouville equation, $D$ is normalized at any time by

$$
\int d \mathbf{r} \int d \mathbf{v} \int d \mathbf{R}_{1}, \ldots, \int d \mathbf{R}_{N} D(t=0)=1
$$

We shall furthermore suppose that $D$ is a symmetrical function of $\mathbf{R}_{1}, \ldots, \mathbf{R}_{N}$. In order to avoid nonphysical situations in which a light particle would lie at time $t=0$ inside a hard sphere, we suppose that at $t=0$ any light particle lies outside any hard sphere, that is

$$
\begin{equation*}
D\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{N} \mid t=0\right)=0 \tag{2.5}
\end{equation*}
$$

if there exists a label $i(1 \leq i \leq N)$ such as

$$
\left|\mathbf{r}-\mathbf{R}_{i}\right|<r_{0}
$$

Solving the Liouville Eq. (2.1) by the method of trajectories, we find at once that at any time $t \geq 0$, the exclusion condition (2.6) remains fulfilled.
Let us now define the $j$-body distribution function $f_{j}$ as

$$
\begin{align*}
& f_{j}\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \ldots, \mathbf{R}_{j-1} \mid t\right) \\
& \quad=\left(\frac{\Omega}{N}\right)^{j-1} \frac{N!}{(N-j+1)!} \int d \mathbf{R}_{j+1}, \ldots, \int d \mathbf{R}_{N} D \tag{2.6}
\end{align*}
$$

$\Omega$ being the volume of the box containing the system.
The equations of the BBGKY hierarchy yield for the lowest orders:

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}\right) f_{1}(\mathbf{r}, \mathbf{v} \mid t) & =n v \int d \mathbf{b}\left\{f_{2}\left(\mathbf{r}, \mathbf{v}^{*} ; \mathbf{r}+r_{0} \mathbf{u} \mid t\right)\right. \\
& \left.-f_{2}\left(\mathbf{r}, \mathbf{v} ; \boldsymbol{r}-\boldsymbol{r}_{0} \mathbf{u} \mid t\right)\right\}, \tag{2.7}
\end{align*}
$$

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\right. & \left.\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}+\kappa_{1}\right) f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1} \mid t\right) \\
= & n v \int d \mathbf{b}\left\{f_{3}\left(\mathbf{r}, \mathbf{v}^{*} ; \mathbf{R}_{1}, \mathbf{r}+r_{0} \mathbf{u} \mid t\right)\right. \\
& \left.-f_{\mathbf{3}}\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \mathbf{r}-r_{0} \mathbf{u} \mid t\right)\right\} \tag{2.8}
\end{align*}
$$

where the integration on the right-hand side of (2.7) and (2.8) extends over the impact parameter $b$, a vector limited to a circle of radius $r_{0}$ in the plane perpendicular to v ; $n$ is the number density of hard spheres ( $n=N / \Omega$ ), $\mathbf{u}$ is the function of $\mathbf{v}$ and $b$ defined in

$$
r_{0} \mathbf{u}=\mathbf{b}+(\mathbf{v} / v)\left(r_{0}^{2}-b^{2}\right)^{1 / 2}
$$

and $\mathbf{v}^{*}$ is the function of $\mathbf{b}$ and $\mathbf{v}$ defined in Eq. (2.3).

The system of Eqs. (2.7) and (2.8) is open, since the function $f_{3}$ cannot yet be calculated from $f_{1}$ and $f_{2}$.
However, in the low density limit, one may derive (see Appendix A) from (2.7) and (2.8) a Boltzmann equation for $f_{1}$ which is Markovian. Let us point out that this can be done without recourse to some synchronization assumption, and by assuming that at $t=0$, the only correlations present in the gas stem from the exclusion condition (2.5). This Boltzmann kinetic equation reads for $t \geq 0$ :

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}\right) & f_{1}(\mathbf{r}, \mathbf{v} \mid t) \\
& =n v \int a \mathbf{b}\left[f_{1}\left(\mathbf{r}, \mathbf{v}^{*} \mid t\right)-f_{1}(\mathbf{r}, \mathbf{v} \mid t)\right] \tag{2.9}
\end{align*}
$$

Furthermore, in the same approximation, the correlation function $g(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)$ defined by

$$
\begin{equation*}
g(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=f_{2}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)-f_{\mathbf{1}}(\mathbf{r}, \mathbf{v} \mid t) \tag{2.10a}
\end{equation*}
$$

may be deduced from $f_{1}$ in a rather simple way (see Appendix A). This correlation function at the Boltzmann order $g_{B}$ is a linear functional of $f_{1}$, the form of which depends on the domain of phase space ( $\mathbf{r}, \mathbf{v} ; \mathbf{R}$ ) in which $g_{B}$ takes its value. This functional can be described as follows:
(i) Let us consider the domain $\Delta_{1}$ (shaded region in Fig. 1) defined by

$$
\begin{equation*}
\mathbf{v} \cdot \mathbf{u} \geq 0 \tag{2.10b}
\end{equation*}
$$

and

$$
\begin{equation*}
r_{0} \mathbf{u} \cdot \mathbf{v} \leq \mathbf{v} \cdot(\mathbf{r}-\mathbf{R}) \leq r_{0} \mathbf{u} \cdot \mathbf{v}+v^{2} t \tag{2.10c}
\end{equation*}
$$

$u$ being any vector of the sphere of unit radius.
To any point of $\Lambda_{1}$, there correspond two vectors $u$ and $b$ and a time $\tau$ such as

$$
\begin{align*}
& \mathbf{b}=\mathbf{r}-\mathbf{R}-\frac{\mathbf{V}^{\cdot}(\mathbf{r}-\mathbf{R})}{v^{2}} \mathbf{v}, \quad b^{2} \leq r_{0}^{2},  \tag{2.11}\\
& r_{0} \mathbf{u}=\mathbf{b}+\frac{\mathbf{Y}}{v}\left(r_{0}^{2}-b^{2}\right)^{1 / 2}, \tag{2.12}
\end{align*}
$$

$$
\begin{equation*}
T=\frac{\mathbf{F} \cdot(\mathbf{r}-\mathbf{R})}{v^{2}}-\frac{\mathbf{u} \cdot \mathbf{v}}{v^{2}} r_{0} \tag{2.13}
\end{equation*}
$$

In $\Delta_{1}$ the value of $g_{B}$ reads:

$$
\begin{align*}
g_{B}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)= & f_{1}\left(\mathbf{r}-\mathbf{\nabla} \tau, \mathbf{v}^{*} \mid t-\tau\right) \\
& -f_{1}(\mathbf{r}-\mathbf{v} \tau, \mathbf{v} \mid t-\tau) \tag{2.14}
\end{align*}
$$

(ii) In the domain $\mathbf{\Lambda}_{2}$ defined by $|\mathbf{r}-\mathbf{R}|<r_{0}, g$ is determined by the exclusion condition which yields at any order in the density

$$
\begin{equation*}
g(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=-f_{1}(\mathbf{r}, \mathbf{v} \mid t) \tag{2.15}
\end{equation*}
$$

(iii) In the domain $\boldsymbol{\Delta}_{3}$, which is the complement of $\mathbf{\Delta}_{1} \cup \mathbf{\Delta}_{2}$ in phase space ( $\mathbf{r}, \mathbf{v} ; \mathbf{R}$ ):

$$
\begin{equation*}
g_{B}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=0 \tag{2.16}
\end{equation*}
$$

To summarize, we have in the low density limit, a single Eq. (2.9) for $f_{1}$ which is both self-consislent and Markovian. The form of this equation depends on the value of $f_{1}$ and of its first derivatives at only one specified time. This equation has been derived without any recourse to a "time-scaling." Because of the simple properties of this model, we shall be able to derive, in Sec 3 , the exact expressions for $f_{1}$ and $g_{B}$ for both homogeneous perturbations (independent of $\mathbf{r}$ ) and inhomogeneous perturbations (dependent of $\mathbf{r}$ ).

## 3. HOMOGENEOUS PERTURBATIONS IN THE LORENTZ GAS OF HARD SPHERES

We have demonstrated in Sec 2 that for this model, $f_{1}$ is determined by the solution of Eq. (2.9) and that once $f_{1}$ is known, the value of $g_{B}$ can be calculated from (2.14), (2.15), and (2.16).
As it is well known, the classical scattering by a hard sphere is isotropic, ${ }^{10}$ and (2.9) may be written as

$$
\begin{align*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}+n \pi r_{0}^{2} v\right) & f_{1}(\mathbf{r}, \mathbf{v} \mid t) \\
& =\frac{1}{4} n v r^{2} \int d \hat{v} f_{1}(\mathbf{r}, \mathbf{v} \mid t) \tag{3.1}
\end{align*}
$$

On the right-hand side of (3.1), the integral extends over the surface of the unit sphere, since

$$
\hat{v}=\mathbf{v} / v
$$

To simplify (3.1), one may notice that in the course of time, the modulus of the velocity of a light particle is constant, thus one may restrict oneself to a system in which this modulus has only one value, say $v_{0}$. In this case, $f_{1}(\mathbf{r}, \mathbf{v} \mid t)$ may be written as

$$
\begin{equation*}
f_{1}(\mathbf{r}, \mathbf{v} \mid t)=\left(\mathbf{1} / v_{0}^{2}\right) \delta\left(v-v_{0}\right) \widehat{f}_{1}(\mathbf{r}, \hat{v} \mid t) . \tag{3.2}
\end{equation*}
$$

Putting now $v=\pi n r_{0}^{2} v_{0}$, Eq. (3.1) yields

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+v_{0} \hat{v} \cdot \frac{\partial}{\partial \mathbf{r}}+\nu\right) \hat{f}_{1}(\mathbf{r}, \mathbf{v} \mid t)=\frac{\nu}{4 \pi} \int d \hat{v} \hat{f}_{1}(\mathbf{r}, \hat{v} \mid t) \tag{3.3}
\end{equation*}
$$

Let us consider an homogeneous nonequilibrium state, namely, a function $\vec{f}_{1}$ which does not depend on $r$. The solution of (3.3) is elementary for this case, and reads:

$$
\begin{align*}
& \hat{f_{1}}(\hat{v} \mid t) \\
& =\left[\hat{f_{1}}(\hat{v} \mid t=0)-(1 / 4 \pi) \int d \hat{v} \hat{f_{1}}(\hat{v} \mid t=0)\right] e^{-\nu t} \\
& \quad+(1 / 4 \pi) \int d \hat{v} \hat{f_{1}}(\hat{v} \mid t=0) \tag{3.4}
\end{align*}
$$

The corresponding value of $g_{B}$ has various forms, depending on the domain of phase space in which $g_{B}$ takes its value;

$$
\begin{array}{ll}
\text { in } \boldsymbol{\Delta}_{3}, & g_{B}=0 \\
\text { in } \boldsymbol{\Delta}_{2}, & g_{B}=-\left(1 / v_{0}^{2}\right) \delta\left(v-v_{0}\right) \hat{f}_{1}(\hat{v} \mid t) \tag{3.5b}
\end{array}
$$

The range of the correlations is obviously $r_{0}$ in the domains $\boldsymbol{\Delta}_{2}$ and $\boldsymbol{\Delta}_{3}$.
In $\wedge_{1}$, the value of $g$ is obtained from (2.20) and (3.4) and reads

$$
\begin{align*}
g_{B}= & {\left[f_{1}\left(\mathbf{v}^{*} \mid t=0\right)-f_{1}(\mathbf{v} \mid t=0)\right] } \\
& \times \exp \left[\nu\left(t+\frac{\left(r_{0}^{2}-b^{2}\right)^{1 / 2}}{v_{0}}-\frac{\hat{v} \cdot(\mathbf{r}-\mathbf{R})}{v_{0}}\right]\right. \tag{3.6}
\end{align*}
$$

Let us recall that from the definition of $\boldsymbol{\Lambda}_{1}$

$$
\begin{equation*}
0 \leq t+\frac{\left(r_{0}^{2}-b^{2}\right)^{1 / 2}}{v_{0}}-\frac{\hat{v} \cdot(\mathbf{r}-\mathbf{R})}{v_{0}} \leq t \tag{3.7}
\end{equation*}
$$

For given values of $\mathbf{b}$ and $\hat{v}$, the function on the right-hand side of (3.6) has an undamped peak when

$$
\hat{v} \cdot(\mathbf{r}-\mathbf{R})=v_{0} t-\left(r_{0}^{2}-b^{2}\right)^{1 / 2}
$$

or, equivalently, when $t=\tau$.
This maximum of $g$ is given by

$$
g_{B}(t=\tau)=f_{1}\left(\mathbf{v}^{*} \mid t=0\right)-f_{1}(\mathbf{v} \mid t=0)
$$

The spatial width of this peak is $v_{0} \nu^{-1}$ for large values of $t$, as it can be checked at once from (3.6).

One recovers the behavior of $g_{B}$ which has been already found: $g_{B}$ has an undamped maximum, with a spatial width of the order of the mean free path, and this peak is located at a separation distance increasing as $v_{0} t$.
However it is clear from (2.14) and (3.6), that the width of the maximum of $g_{B}$ strongly depends on the relaxation time of $f_{1}$. This time is $\nu^{-1}$ for homogeneous perturbations, but for a perturbation which depends on $r$, another relaxation time appears, which is as large as desired, and the
above conclusions about the range of the correlations must be seriously revised.

## 4. INHOMOGENEOUS PERTURBATIONS IN THE GAS MODEL

This section is devoted to the study of $f_{1}$ and $g_{B}$ in the case of a perturbation of $f_{1}$ varying in space like $e^{i \mathbf{k} \cdot r}$. We shall assume again that the modulus of the velocity of the light particles takes only one value, $v_{0}$. Since the function $\hat{f}_{1}(\mathbf{r}, \hat{v} \mid t)$ defined in (3.2) will depend on $\mathbf{r}$ like $e^{i \mathbf{k} \cdot \mathbf{r}}$, one defines $f_{\mathbf{k}}(\hat{v} \mid t)$ by

$$
\begin{equation*}
\widehat{f_{1}}(\mathbf{r}, \hat{v} \mid t)=f_{\mathbf{k}}(\hat{v} \mid t) e^{i \mathbf{k} \cdot \mathbf{r}} \tag{4.1}
\end{equation*}
$$

Furthermore, let us put $\mu=\mathbf{k} \cdot \hat{v} / k$ and call $\phi$ the angle of $\hat{v}$ in the plane perpendicular to $\mathbf{k}$. The function $f_{\mathbf{k}}(\hat{v} \mid t)$ depends on $\phi$ and $\mu$, and may be split as

$$
\begin{align*}
f_{\mathbf{k}}(\hat{v} \mid t) & =\psi(\mu ; t)+\Phi(\phi, \mu ; t)  \tag{4.2}\\
\psi(\mu ; t) & =(1 / 2 \pi) \int_{0}^{2 \pi} d \phi f_{\mathbf{k}}(\hat{v} \mid t)
\end{align*}
$$

where

This splitting allows us to deduce from Eq. (3.3) two uncoupled equations for $\Phi$ and $\psi$, the solution of the first one being straightforward. These equations read:

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+i K \mu+\nu\right) \Phi(\hat{v} ; t)=0  \tag{4.3}\\
& \left(\frac{\partial}{\partial t}+i K \mu+\nu\right) \psi(\mu ; t)=\frac{\nu}{2} \int_{-1}^{+1} d \mu \psi(\mu ; t) \tag{4.4}
\end{align*}
$$

where $K=k v_{0}$, and where the integral $\int d \hat{v} \cdots$ occurring in (3.3) has been written $\int_{0}^{2 \pi} d \phi \int_{-1}^{+1}$ $d \mu \cdots$.

From (4.4)

$$
\begin{equation*}
\Phi(\hat{v} ; t)=e^{-(\nu+i K \mu) t} \Phi(\hat{v} ; t=0) \tag{4.5}
\end{equation*}
$$
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This solution has the main feature encountered in the study of homogeneous perturbations: It is damped as $e^{-\nu t}$, and the range of the corresponding correlation function is the mean free path.
But the situation is quite different for what concerns $\psi(\mu ; t)$. Laplace transformed Eq. (4.4) reads
$(z+\nu+i K \mu) \psi(\mu ; z)=\frac{1}{2} \nu \int_{-1}^{+1} d \mu \psi(\mu ; z)+\psi_{0}(\mu)$,
where $\psi_{0}(\mu)=\psi(\mu ; t=0)$ and

$$
\psi(\mu ; z)=\int_{0}^{\infty} d t e^{z t} \psi(\mu ; t) .
$$

The choice of $\psi_{0}(\mu)$ is submitted to some restrictions, as shown in the Appendix B.

Let us define $\rho(z)$ by

$$
\begin{equation*}
\rho(z)=\int_{-1}^{+1} d \mu \psi(\mu ; z) \tag{4.7}
\end{equation*}
$$

From (4.6)

$$
\begin{equation*}
\rho(z)=\frac{\Lambda_{\psi_{0}}(z)}{1-\frac{1}{2} \nu \Lambda(z)}, \tag{4.8}
\end{equation*}
$$

where $\Lambda_{\psi_{0}}$ is the linear functional of $\psi_{0}$ defined by

$$
\begin{equation*}
\Lambda_{\psi_{0}}(z)=\int_{-1}^{+1} \frac{d \mu^{\prime} \psi_{0}\left(\mu^{\prime}\right)}{z+\nu+i K \mu^{\prime}}, \tag{4.9}
\end{equation*}
$$

and where
$\Lambda(z)=\Lambda_{\psi_{0}=1}(z)=\frac{1}{i \kappa} \ln \left(\frac{z+\nu+i K}{z+\nu-i K}\right)$.
Equations (4.9) and (4.10) define two functions of $z, \Lambda$, and $\Lambda_{\psi_{n}}$, with a cut in the $z$ plane; this cut being the segment defined by $z=-\left(\nu+i K \mu_{0}\right),-1 \leq$ $\mu_{0}$ real $\leq+1$.
Inverting the Laplace transformation, we have from (4.6)
with

$$
\begin{equation*}
\psi(\mu ; t)=e^{-(\nu+i K \mu) t} \psi_{0}(\mu)+\psi^{\prime}(\mu ; t) \tag{4.11}
\end{equation*}
$$

$$
\begin{equation*}
\psi^{\prime}(\mu ; t)=\frac{\nu}{2} \int_{-i \infty}^{+i \infty} \frac{d z}{2 i \pi} e^{z t} \frac{\rho(z)}{z+\nu+i K \mu} \tag{4.12}
\end{equation*}
$$

In order to calculate $\psi^{\prime}(\mu ; t)$ from (4.12), one performs the following contour integral:

$$
\begin{equation*}
\psi_{p}^{\prime}(\mu ; t)=\frac{\nu}{2} \int_{C} \frac{d z}{2 i \pi} e^{z t} \frac{\rho(z)}{z+\nu+i K \mu} . \tag{4.13}
\end{equation*}
$$

The contour ( $C$ ) excludes the cut of the function $\rho(z)$, and includes the imaginary axis (Fig. 2).
From (4.8) the poles of $\rho(z)$ are either the poles of $\Lambda_{\psi_{0}}(z)$ or the roots of the equation

$$
\begin{equation*}
1-\frac{1}{2} \nu \Lambda(z)=0 \tag{4.14}
\end{equation*}
$$

It is shown in Appendix B that the poles of $\Lambda_{\psi_{0}}(z)$ are certainly located on the cut; thus they do not contribute to $\psi_{p}$, and the only poles of the integrant of (4.15) located inside (C) are the roots of (4.16).

From (4.10), $\Lambda(z)$ is real for real values of $z$, thus (4.14) may have root for $z$ real only. From (4.10),

$$
\begin{equation*}
\Lambda(x)=\frac{2}{\kappa} \arctan \frac{K}{x+\nu} \text { for } \mathrm{x} \text { real. } \tag{4.15}
\end{equation*}
$$

Thus $-\pi / K \leq \Lambda(x) \leq+\pi / K$ (x real) and (4.14) has one root, and only one,

$$
\begin{equation*}
x_{0}=-\nu+K \tan K / \nu \tag{4.16}
\end{equation*}
$$

for $K \leq \frac{1}{2} \nu \pi$; if $K>\frac{1}{2} \nu \pi$, Eq. (4.14) has no root.
Since $x_{0}\left(K=\frac{1}{2} \nu \pi\right)=-\nu$, at $K=-\frac{1}{2} \nu \pi$ the root $x_{0}$ is located on the cut; we shall not study this particular case and proceed from now on with $K<\frac{1}{2} \nu \pi$. In this domain of values of $K$
$\psi_{p}^{\prime}(\mu ; t)=\frac{K^{2}}{\nu} \frac{\csc ^{2} h^{\prime} / \nu}{\left(x_{0}+\nu+i K \mu_{0}\right)} e^{x_{0} t} \Lambda_{\psi_{0}}\left(x_{0}\right)$.
Since $x_{0}(K=0)=0$, this contribution to $\psi$ corresponds to a weakly damped mode in the hydrodynamic limit $(K \rightarrow 0)$. This mode is simply the usual diffusion mode, and it will lead ultimately to correlations with an infinite length, as explained above.
However, before proceeding, we must deduce $\psi^{\prime}(\mu ; t)$ from the contour integral $\psi_{p^{\prime}}^{\prime}$. This can be done by cutting out from $\psi_{p}^{\prime}$ the contribution of the cut. We shall not give the details of calculation and only furnish the result

$$
\begin{equation*}
\psi_{p}^{\prime}(\mu ; t)=\psi^{\prime}(\mu ; t)-\psi_{c}^{\prime}(\mu ; t) \tag{4,18}
\end{equation*}
$$

where $\psi_{c}^{\prime}(\mu ; t)$ is the contribution of the cut to $\psi_{P}^{\prime}$ which is given by

$$
\begin{align*}
& \psi_{c}^{\prime}(\mu ; t)=-\frac{\nu}{4} e^{-(\nu+i K \mu) t}\left[\rho_{-}(\mu)+\rho_{+}(\mu)\right] \\
& -\frac{i}{4 \pi} e^{-\nu t} \boldsymbol{P} \int_{-1}^{+1} \frac{d \mu^{\prime}}{\mu^{\prime}-\mu} e^{-i K \mu^{\prime} t}\left[\rho_{-}\left(\mu^{\prime}\right)-\rho_{+}\left(\mu^{\prime}\right)\right] \tag{4,19}
\end{align*}
$$

where $P$ means "Cauchy principal part."
The two functions $\rho_{ \pm}(\mu)$ occurring in (4.19) are two functions of a real variable $-1 \leq \mu \leq+1$ defined from $\rho(z)$ by

$$
\begin{equation*}
\rho_{ \pm}(\mu)=\lim _{\epsilon \rightarrow 0_{+}} \rho(-(\nu+i \kappa \mu) \pm \epsilon) \tag{4.20}
\end{equation*}
$$

These functions $\rho_{ \pm}$can be explicited without difficulty, but these expressions are unimportant for what follows.
From (4.19) it is obvious that $\psi_{c}^{\prime}(\mu ; t)$ is damped as $e^{-\nu t}$ for large values of $t$, so that any contribution to $f_{\mathbf{k}}(\hat{v} \mid t)$ is damped like $e^{-\nu t}$, except for that contribution arising from the pole $x_{0}$ which is damped as $e^{x_{0} t}\left[x_{0} \leq 0\right.$ from (4.16)].
Now we are able to calculate the correlation function $g$ which exists in this inhomogeneous perturbation. As it has been viewed in Sec. 3, the characteristic range of the correlation is the mean free path when the one-body distribution function is damped like $e^{-\nu t}$. This result remains true for the
contribution to $f_{k}(\hat{v} \mid t)$ damped like $e^{-\nu t}$, as one may ensure from Eqs. (2.14)-(2.16) which define $g_{B}$ as a function of $f_{1}$. Thus the only difference in the correlation length which may exist, between the homogeneous perturbations and the inhomogeneous one, proceeds from the part of $g_{B}$ linear in the contribution $\psi_{p}^{\prime}$ damped like $e^{x_{0} t}$. Let $g_{B, p}$ be that contribution to $g_{B}$ proportional to $\psi_{p}^{\prime}$. From (2.15) and (2.16) the range of $g_{B, p}$ is $r_{0}$ in the domains of values of ( $\mathbf{r}, \mathbf{v} ; \mathbf{R}) \mathbf{A}_{2}$ and $\boldsymbol{\Delta}_{3}$. In the domain $\boldsymbol{\Lambda}_{1}$ of this phase space, $g_{B}$ is given by (2.14) and, from (3.2) and (4.1),

$$
\begin{array}{r}
g_{B}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=v_{0}^{-2} \delta\left(v-v_{0}\right) e^{i \mathbf{k}(\mathbf{r}-\mathbf{v} \tau)}\left[f_{\mathbf{k}}\left(\hat{v}^{*} \mid t-\tau\right)\right. \\
 \tag{4.21}\\
\left.-f_{\mathbf{k}}(\hat{v} \mid t-\tau)\right],
\end{array}
$$

where $\hat{v}^{*}=v^{*} / v_{0}$ and where $\tau$ is defined in (2.13). The contribution to $f_{\mathbf{k}}(\hat{v} \mid t)$ damped like $e^{x_{0} t}$ is calculated from Eqs. (4.2), (4.12), (4.17), and (4.18), and yields

$$
\begin{align*}
f_{\mathbf{k}}(\hat{v} \mid t)= & \frac{K^{2} \csc ^{2}(K / \nu) e^{x_{0} t}}{2\left(x_{0}+\nu+i K \mu\right)} \int_{0}^{2 \pi} d \phi \int_{-1}^{+1} \frac{d \mu^{\prime} f_{\mathbf{k}}(\hat{v} \mid t=0)}{x_{0}+\nu+i k^{\prime}} \\
& \left.+ \text { (terms damped like } e^{-\nu t}\right) \tag{4.22}
\end{align*}
$$

Inserting into (4.21) the first term on the righthand side of (4.22), and taking the limit $K \rightarrow 0$, one obtains for $g_{B, p}$

$$
\begin{align*}
& g_{B, f}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t) \underset{K \rightarrow 0}{ } \frac{i K}{\nu} e^{-\left(K^{2} / 3 \nu\right)(t-\tau)} e^{i \mathbf{k} \cdot(\mathbf{r}-\mathbf{v} \tau)} \\
& \quad \times\left(\mu-\mu^{*}\right) v_{0}^{-2} \delta\left(v-v_{0}\right) \int d \hat{v} f_{\mathbf{k}}(\hat{v} \mid t=0), \tag{4.23}
\end{align*}
$$

where $\mu^{*}=\mathbf{k} \cdot \mathbf{\nabla}^{*} / k v_{0}$.
Now, by inspection of (4.23) and from the definition (2.13) of $\tau$, it can be easily seen that the correlation function $g_{B, p}$ has an undamped oscillating maximum for a separation distance along $\mathbf{v}$ such as $t=$ $\tau$; the spatial width of this maximum being $3 \nu v_{0} / k^{2}$ and its amplitude of order $K$ near $K=0$.
Calling again the width of the maximum of $g_{B}$ the "correlation length," one concludes that in the limit $K \rightarrow 0$, correlations appear with an infinite range. That is precisely what has been announced in the introduction: In the hydrodynamical limit there exist relaxation processes with a time rate of order $k^{-2}$, and during these relaxation processes correlations appear with a very long range, if three-body collisions are neglected.

## 5. LONG-RANGE CORRELATIONS AND DIVERGENCES OF THE KINETIC THEORY

In this section we shall show that the divergences occurring in the virial expansion of the collision operator are closely connected to the correlations with an infinite range which appear at the Boltzmann order in a nonequilibrium gas. In fact, we have seen that we are allowed to suppose that $f_{1}$ takes a constant nonequilibrium value when we are
dealing in a hydrodynamic nonequilibrium state for which the relaxation time and the scale of inhomogeneity are as large as desired. Considering the value of $g_{B}$ given in Eq. (2.14), it is obvious from the definition of $\tau$ that if $f_{1}$ does not depend on space and time, (actually $f_{1}$ depends on $\mathbf{r}$ and $t$, but as slowly as desired in the hydrodynamic limit) then $g_{B}$ has a nonzero value in the region $\Delta_{1}$ which extends up to-infinity in the hydrodynamic limit.
We shall now examine the consequences of the existence of this long-range correlation on the virial expansion of the two-body correlation, and of the collision term in the kinetic equation for $f_{1}$. More precisely we shall show that, if we introduce an arbitrary cut for the range of the correlation function $g_{B}$, we remove the first divergence which appear in the virial expansion of the collision term. This proof will need an explicit connection between $g_{B}$ and the virial expansion of the collision operator. By means of a method which has been recently explained, ${ }^{2}$ we are able to express the "Ring collision term" from $g_{B}$; this Ring collision term including precisely the most divergent terms which appear at each order in the virial expansion of the collision term. We shall only give a brief outline of this method with a view to its application in the present model.
First of all, the right-hand side of the second equation of the BBGKY hierarchy, written in (2.8), is replaced by a sort of collision term leading to a self-consistent system relating $f_{2}$ and $f_{1}$. In the present model, this equation for $f_{2}$ is obtained by putting into the right-hand side of (2.8) the following value for $f_{3}$ :

$$
\begin{align*}
& f_{3}\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \mathbf{R}_{2}\right)=f_{1}(\mathbf{r}, \mathbf{v}) \phi_{1}\left(\mathbf{R}_{1}\right) \phi_{1}\left(\mathbf{R}_{2}\right) \\
& \quad+g\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}\right) \phi\left(\mathbf{R}_{2}\right)+g\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{2}\right) \phi_{1}\left(\mathbf{R}_{2}\right) \tag{5.1}
\end{align*}
$$

$g$ being the above-defined correlation function, and $\phi_{1}\left(\mathbf{R}_{j}\right)$ the one-body distribution function for hard spheres. Due to the normalizations chosen here and to the homogeneity of the array of hard spheres:

$$
\begin{equation*}
\phi_{1}(\mathbf{R})=1 \tag{5.2}
\end{equation*}
$$

Dealing as in Appendix A, we may deduce the following set of differential equations and of boundary conditions relating $g$ and $f_{1}$ :

$$
\begin{align*}
& \begin{array}{l}
\left(\frac{\partial}{\partial t}+\nu\right) \hat{f}_{1}(\hat{v} \mid t)-\frac{\nu}{4 \pi} \int d \hat{v} \hat{f}_{1}(\hat{v} \mid t) \\
\quad=\frac{\nu}{4 \pi} \int d \hat{v}\left[\hat{g}\left(\hat{v}^{*} ; r_{0} \mathbf{u} \mid t\right)-\hat{g}\left(\hat{v} ;-r_{0} \mathbf{u} \mid t\right)\right],
\end{array} \\
& \begin{array}{l}
\left(\frac{\partial}{\partial t}+v_{0} \hat{v} \cdot \frac{\partial}{\partial \boldsymbol{\beta}}+\nu\right) \hat{g}(\hat{v}, \boldsymbol{\beta} \mid t)=\frac{\nu}{4 \pi} \int d \hat{v} \hat{g}(\hat{v}, \boldsymbol{\beta} \mid t),(5.3 \mathbf{b}) \\
\text { and } \\
\text { for } \begin{array}{l}
\hat{g}\left(\hat{v}, r_{0} \mathbf{u}\right)=\hat{f}_{1}\left(\hat{v}^{*}\right)+\hat{g}\left(\hat{v},,^{*} r_{0} \mathbf{u}\right) \\
\quad|\mathbf{u}|=1 \quad \text { and } \quad \mathbf{v} \cdot \mathbf{u} \geq 0 .
\end{array}
\end{array} .=\begin{array}{l}
\text { (5.3c) }
\end{array}
\end{align*}
$$

In order to write (5.3), we have supposed that the
velocity of the light particle has a well-defined value $v_{0}$, so that $f_{1}$ and $g$ depend on $v$ only through $\hat{v}=\mathbf{v} / v_{0}$. Furthermore we have written (5.3a) and ( 5.3 b ) as if the system were homogeneous, so that $\hat{f}_{1}$ does not depend on $\mathbf{r}$, and $\hat{g}$ only depends on $\hat{v}$ and on the mutual distance $\beta$ between the light particle and the center of the fixed scatterer. However, we have in mind a nonequilibrium hydrodynamic situation, in which $\hat{f}_{1}$ depends very slowly on $\mathbf{r}$ and $t$ : But to simplify the formalism we have dropped this dependence of $\widehat{f}_{1}$ on $\mathbf{r}$. Let us examine briefly the connection between this assumption and the existence of a transport theory deduced from (5.3).

By assuming that $\hat{f}_{1}$ takes a stationary nonequilibrium value, we shall derive from (5.3b) a synchroneous value for $\hat{g}$, which is the asymptotic solution of ( 5.3 b ), $\hat{f_{1}}$ being held constant.
Inserting this synchroneous value of $\hat{g}$ into (5.3a) we shall obtain a Markovian collision operator which reads

$$
\begin{equation*}
\frac{\partial \hat{f}_{1}(t)}{\partial t}=S\left[\hat{v}_{1} \mid \hat{f}_{1}(t)\right] \tag{5.4}
\end{equation*}
$$

$S$ being a linear function of $\hat{f}_{1}$ which only depends on the value of $\hat{f}_{1}$ at time $t$. When we want to study an inhomogeneous hydrodynamic state, we cannot rule out the dependence on $r$ and (5.4) becomes

$$
\begin{equation*}
\frac{\partial \hat{f}_{1}}{\partial t}+v_{0} \hat{v} \cdot \frac{\partial \hat{f}_{1}}{\partial \mathbf{r}}=S\left[\hat{v}_{1} \mid \hat{f}_{1}(t, \mathbf{r})\right] \tag{5.5}
\end{equation*}
$$

$S$ being in (5.5) the same funclional as in (5.4). The recourse to this synchronous functional is legitimate, since in the hydrodynamic limit the ( $\mathrm{r}, t$ ) dependence of $\hat{f}_{1}$ is as slow as desired, and since the nonlocal effects which could be accounted for through a nonlocal collision operator have a finite, microscopic scale of length and time. Furthermore, the existence of this local functional is needed, if one wants to derive from the kinetic equation a transport theory in the usual sense, which would lead to local transport coefficients in the hydrodynamic limit. However, as it has been recently shown ${ }^{2}$ there are strong indications in favor of the nonexistence of this local collision operator in two-dimensional mono-atomic gases.
We have studied in Sec. 4 the low density limit of $S$, namely the Boltzmann collision operator. Furthermore, even in the approximation corresponding to the system (5.3a), we are not able to derive an explicit collision operator. In fact we only need the collision operator which includes the most diverging terms of the density expansion, or Ring collision operator.
Since [from (2.16)] $\hat{g}_{B}$ is equal to zero in the region $\Delta_{3}$ of phase space, and since the right-hand side of (5.3a) involves precisely the value of $\hat{g}$ in $\wedge_{3}$, the corresponding contribution of $\hat{g}_{B}$ is equal to zero. But the Ring correlation function $\hat{g_{r}}$ is not a priori equal to zero in $\boldsymbol{\Lambda}_{3}$ and yields a nonvanishing contribution when inserted into (5.3a).

Let us solve now (5.6). For that purpose we use the Fourier transform of $\hat{g}_{B}$ which reads from (2.14)-(2.16)

$$
\begin{align*}
& \hat{g}_{B}(\mathbf{k}, \hat{v})=\int_{\boldsymbol{B}, \mathbf{v} \in \mathbf{\Delta}_{1}} d \boldsymbol{\beta} e^{-i \mathbf{k} \cdot \boldsymbol{\beta}\left\{f_{1}\left(\hat{v}^{*}\right)-f_{1}(\hat{v})\right\}} \\
&-\int_{\mid \boldsymbol{\beta}!\leq r_{0}} d \boldsymbol{\beta} e^{-i \mathbf{k} \cdot \boldsymbol{\beta}} \hat{f_{\mathbf{1}}}(\hat{v}) \tag{5.6}
\end{align*}
$$

The domain $\Delta_{1}$ occurring in (5.6) depends on $t$ : However, as we are looking for a Markovian kinetic operator, we need the value of the correlation function for $t=\alpha, \hat{f}_{1}$ itself being considered as stationary. As it merges clearly from (2.13) and (2.14), this asymptotic value of $\hat{g}_{B}$ is constant in the infinite domain $\Lambda_{1}$ for a given value of $\hat{v}$ and $\mathbf{b}$ : Hence the Fourier transform of this function must be considered in the sense of the distributions, and is singular at $k=0$. This singularity will play a major role in the occurrence of the divergences of the virial expansion; this singularity may be artificially removed as follows: Let us assume that
if $\tau(\beta, v) \geq \theta, \quad$ then $\hat{g}_{B}(\beta, \hat{v})=0$,

## $\theta$ being some fixed, positive time.

It may be easily seen from (2.11) and (2.12)(recall that $\beta=\mathbf{r}-\mathbf{R}$ ) that the assumption (5.7) yields a correlation function $\hat{g}_{B}(\beta, \hat{v})$ which vanishes for $|\beta| \geq v_{0} \theta+r_{0}$. Define as $\hat{g}_{B, \dot{\theta}}(\beta, \hat{v})$ the correlation function at the Boltzmann order which is equal to the asymptotic value of $\hat{g}_{B}$ deduced from (2.14)(2.16) except, that for $\hat{g}_{B}$ the domain $\Delta_{3}$ is restricted by the arbitrary condition (5.7); the true asymptotic value of $\widehat{g_{B}}$ being obviously $\hat{g_{B, \theta}=\infty}$. From (5.6) the Fourier transform of $\hat{g}_{B, \theta}$ is given by

$$
\begin{align*}
& \hat{g_{B, \theta}(\mathbf{k}, \hat{v})} \\
& \quad=-v_{0} \frac{e^{-i \mathbf{k} \cdot v \theta}-1}{i \mathbf{k} \cdot \mathbf{v}} \int d \mathbf{b} e^{-i \mathbf{k} \cdot \mathbf{u} r_{0}}\left[f_{1}\left(\hat{v}^{*}\right)-f_{1}(\hat{v})\right] . \tag{5.8}
\end{align*}
$$

In order to go from (5.6) to (5.8), we have neglected the last term on the right-hand side of (5.6) which is well behaved at $k=0$ and does not yield any trouble in the terms of order $n^{2}$ and $n^{3}$ of the density expansion of the Ring collision term; in fact, we shall deal with divergences of the term of order $n^{3}$ in this expansion.
Solving now (5.3) in Fourier transform, with the initial value $\hat{g_{R}}(\beta, \hat{v} \mid t=0)=0$, we obtain for the asymptotic value of $\hat{g_{R, \theta}}, \hat{g_{B, \theta}}$ being held constant:

$$
\begin{align*}
\hat{g}_{R, \theta}(\mathbf{k}, \hat{v})= & \frac{\nu}{\nu+i \mathbf{k} \cdot \mathbf{v}} \frac{1+\nu / 2 \lambda(k)}{1-\nu / 2 \lambda(k)} \frac{1}{4 \pi} \int d \hat{v} \hat{g}_{B, \theta}(\mathbf{k}, \hat{v}) \\
& -\frac{\nu}{\nu+i \mathbf{k} \cdot \mathbf{v}} \frac{1}{1-\nu / 2 \lambda(k)} \lambda\left(k \mid \hat{g_{B, \theta}}\right) \\
& +\frac{\nu}{\nu+i \mathbf{k} \cdot \mathbf{v}} \hat{g}_{B, \theta}(\mathbf{k}, \hat{v}) . \tag{5.9}
\end{align*}
$$

To derive (5.9) we have used the method outlined at the beginning of Sec. 4 , and we have put

$$
\begin{equation*}
\lambda(k) \equiv \Lambda(z=0) \tag{5.10a}
\end{equation*}
$$

$\Lambda(z)$ being defined in (4.10) and

$$
\begin{equation*}
\lambda\left(k \mid \hat{g}_{B, v}\right) \equiv \frac{1}{2 \pi} \int \frac{d \hat{v} \hat{g}_{B, v}(\mathbf{k}, \hat{v})}{\nu+i \mathbf{k} \cdot \hat{v} v_{0}} \tag{5.10b}
\end{equation*}
$$

The Ring collision term is obtained by inserting into the right-hand side of (5.2a) the value of $\hat{g}_{B, \theta}$ deduced from (5.9). Further it can be seen that, since $\hat{g}_{B, \theta}(\mathbf{k}, \hat{v})$ is the Fourier transform of a function which is null in $\Delta_{3}$, then $\nu \hat{g}_{B, \theta}(\mathbf{k}, \tilde{v}) /$ ( $\nu+i \mathbf{k} \cdot \nabla$ ) is the Fourier transform of a function which is null too in $\boldsymbol{\Delta}_{3}$. Hence the last term on the right-hand side of (5.9) does not contribute to the Ring collision term, as being null in $\boldsymbol{\Delta}_{3}$, and this Ring collision term reads:

$$
\begin{align*}
& S_{R, \theta}\left(\hat{v} \mid \hat{f_{1}}\right)=\nu^{2} \int \frac{\mathrm{~d} \mathbf{k}}{(2 \pi)^{3}} \frac{1}{1-\frac{1}{2} \nu \lambda(k)}\left[\left(1+\frac{\nu}{2} \lambda(k)\right) \frac{1}{4 \pi}\right. \\
& \left.\quad \times \int d \hat{v} \hat{g}_{B, \theta}(\mathbf{k}, \hat{v})-\frac{\nu}{2} \lambda\left(k \mid \hat{g}_{B, \theta}\right)\right] \\
& \quad \times \int d \hat{v} e^{i \mathbf{k} \cdot \mathbf{u} r_{0}}\left(\frac{1}{\nu+i \mathbf{k} \cdot \mathbf{v}^{*}}-\frac{1}{\nu+i \mathbf{k} \cdot \mathbf{v}}\right) \tag{5.11}
\end{align*}
$$

Starting from this expression of the Ring collision term, which accounts for the arbitrary cut limiting the range of the correlation function $g_{B, \theta}$, we shall examine the following statements: The integral over $\mathbf{k}$ defining $S_{R, \theta}$ converges at $k=0$ for any finite value of $\theta$, and for $\theta=\infty$ the same result holds for the term of order $n^{2}$ in the density expansions of $S_{R, \theta}$ and $S_{R, \theta=\infty}$ : But the term of order $n^{3}$ in this density expansion yields a diverging integral for $S_{R, \theta=\infty}$ while this divergence does not appear when $\theta$ remains finite.

## A. Definition and Density Expansion of $S_{R, \theta=\infty}$

 The expression of $S_{R, \theta=\infty}$ is obtained by putting into (5.9) the value of $\hat{g}_{B, \theta=\infty}$ deduced from (5.6):$\hat{g}_{B, \theta=\omega}(\mathbf{k}, \hat{v})=2 \pi v_{0} \delta(\mathbf{k} \cdot \mathbf{v}) \int d \mathbf{b} e^{-i \mathbf{k} \cdot \mathbf{b} \boldsymbol{r}_{0}}\left[\hat{f}_{1}\left(\hat{v}^{*}\right)-\hat{f_{1}}(\hat{v})\right]$.

Since near $k=0, \hat{g_{B_{2}} t=\infty}(\mathbf{k}, \hat{v}) \sim k^{-1}$ and since from (4.15) and (5.10a), $1-\frac{1}{2} \nu \lambda(k) \sim k^{-2}$, as $k \rightarrow 0$, it may be readily seen that the whole integrand on the right-hand side of (5.11) is of order $k^{-2}$ near $k=0$, when $\theta=\infty$; and the integral converges at $k=0$ when multiplied by the volume element expressed in spherical coordinates $k^{2} d k$.
Let us consider now the lowest-order term in the virial expansion of $S_{R, \theta=\infty}$. It is calculated by expanding the integrand in powers of $n$ for any finite value of $k$ (recall that $\nu \propto n$ ) and reads:

$$
\begin{align*}
& S_{R, \forall=\infty}\left(\hat{v} \mid \hat{f}_{1}\right) \underset{n \rightarrow 0}{\simeq} 2 \pi \nu \nu^{2} \int \frac{d \mathbf{k}}{(2 \pi)^{3}} \int d \hat{v} e^{i \mathbf{k} \cdot \mathbf{n} r_{0}} \\
& \quad \times\left(\frac{1}{i \mathbf{k} \cdot \mathbf{v}^{*}}-\frac{1}{i \mathbf{k} \cdot \mathbf{v}}\right) \frac{1}{4 \pi} \int d \hat{v} \hat{g}_{B, \forall=\infty}(\mathbf{k}, \hat{v}) \tag{5.13}
\end{align*}
$$

This collision term is again defined by an integral which converges at $k=0$, since the integrand is of order $k^{-2}$ at $k=0$.
There are many terms of order $n^{3}$ in the virial expansion of $S_{R, \theta}$, and we shall consider only one term among them, since our object is not an exhaustive study of the divergences of the virial expansion of $S_{R, \theta}$. For example, from the density expansion of

$$
\frac{1}{\nu+i \mathbf{k} \cdot \mathbf{v}^{*}}-\frac{1}{\nu+i \mathbf{k} \cdot \mathbf{v}}
$$

a term rather similar to the contribution of order $n^{2}$ arises, except that the factor

$$
\left(\frac{1}{i \mathbf{k} \cdot \mathbf{v}^{*}}-\frac{1}{i \mathbf{k} \cdot \mathbf{v}}\right)
$$

occurring in the right-hand side of (5.13) is to be replaced by

$$
-v\left[\frac{1}{\left(i \mathbf{k} \cdot \mathbf{v}^{*}\right)^{2}}-\frac{1}{(i \mathbf{k} \cdot \mathbf{v})^{2}}\right]
$$

and the corresponding integrant is of order $k=0$ [ $k-2$ due to $(\mathbf{k} \cdot \mathbf{v})^{-2}$ multiplied by $k^{-1}$ due to $\hat{g}_{B, \theta=\infty}$ $(\mathbf{k}, \hat{v})$ ], and the integral diverges logarithmically near $k=0$.

## B. Definition and Density Expansion of $S_{R, \theta}$ at Finite $\theta$

The integrand defining $S_{R, \theta}$ depends linearly on $\hat{g}_{B, \theta}$. It may be seen further from (5.8) and (5.12) that $\hat{g}_{B, \theta=\infty}(v, \mathbf{k}) \sim k^{-1}$ as $k \rightarrow 0$, while $\hat{g}_{B, \theta}(\hat{v}, k)$ remains finite at $k=0$. More precisely, $\hat{g}_{B, \theta}(\hat{v}, \mathbf{k}=0)$ $\propto \theta$. Henceforth, if the integrand of $S_{R, \theta=\infty}$ or a term in its density expansion has been found to be of order $k-\alpha$ near $k=0$, the corresponding quantity in $S_{R, \theta}$ is of order $k^{-\alpha+1}$ near $k=0$. In this way, one merely deduces that the integrand of $S_{R, \theta}$ is of order $k^{-1}$ near $k=0$, that its lowest-order term in the virial expansion, of order $n^{2}$, behaves as $k^{-1}$ near $k=0$, and that its term of order $n^{3}$ behaves as $k^{-2}$ near $k=0$ yielding a convergent contribution of order $n^{3}$ in the virial expansion $S_{R, 9}$, while the contribution of the same order in $n$ diverges for $S_{R, \theta=\infty}$.
Now the connection between the long-range behavior of $g_{B}$ and the divergences of the virial expansion of $S_{R, \theta=\infty}$ has been established.

## 6. CONCLUSION

We have shown that, in a nonequilibrium gas, the occurrence of long-range correlations is nol due to some incorrect assumption about the "synchronization" between $f_{1}$ and $g$, and that these longrange correlations exist in the hydrodynamic perturbations $(k \rightarrow 0)$. We have shown further that the divergences appearing in the virial expansion of
the collision operator are closely connected with the correlation with an infinite range appearing at the Boltzmann order. The Ring collision operator [its particular form valid for this model is given in (5.11)] has been constructed in order to eliminate these divergences. In fact, it accounts for the "most dangerous divergences."
In two (and three) dimensions this renormalized virial expansion is free of divergences ${ }^{2,11}$ for the perfect Lorentz gas, at least for the lowest orders in $n$. The infinite correlation length appearing in the powers virial expansion are cut at the mean free path by the introduction of these three-body effects, even when the synchronization between $f_{1}$ and $g$ is assumed. But the situation is much more complicated for two-dimensional gases with one species of particles, and it has been shown ${ }^{2,6}$ that by accounting for three-body events as explained above, one finds a renormalized density expansion with divergences.
Hence, in this last case the synchronization as sumption between $g_{R}$ and $\hat{f}_{1}$ must be removed. But it must be pointed out that, even in this case, the relaxation time for $\hat{f}_{1}$ can be taken as long as desired in the hydrodynamic limit.

## APPENDIX A

We shall derive in this appendix the Boltzmann equation for $f_{1}$ and the corresponding value of the correlation function $g_{B}$. For that purpose we shall replace in (2.8), $f_{3}$ by its low density value $f_{3}^{L D}$ which yields:

$$
\begin{equation*}
f_{3}^{L D}\left(\mathbf{r}, \mathbf{v} ; \mathbf{R}_{1}, \mathbf{r}-r_{0} \mathbf{u} \mid t\right)=f_{\mathbf{1}}(\mathbf{r}, \mathbf{v} \mid t) \phi\left(\mathbf{R}_{1}\right) \phi\left(\mathbf{r}-r_{0} \mathbf{u}\right) \tag{A1}
\end{equation*}
$$

$\mathbf{u}$ being an unit vector such as $\mathbf{v} \cdot \mathbf{u} \leq 0$, and $\phi\left(\mathbf{R}_{j}\right)$ being the one-body distribution function of the hard spheres. Due to the normalization used here, and to the homogeneity of the system of hard spheres:

$$
\begin{equation*}
\phi\left(\mathbf{R}_{j}\right)=1 \tag{A2}
\end{equation*}
$$

The condition (A1) expresses that, in the low density limit, the binary correlations arise from the direct interaction between particles only, and that any effect of the surrounding particles on this correlation is of a lowest order in $n$ : in fact it may be shown ${ }^{2}$ that, under this assumption for $f_{3}, f_{2}$ is correctly described in the low density limit.
Inserting the value (A1) of $f_{3}$ into (2.8) and replacing the singular term $\kappa_{1} f_{2}$ by a boundary condition, we obtain

$$
\begin{align*}
& \left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}\right) f_{2}=n v \int d \mathbf{b}\left\{f_{1}\left(\mathbf{r}, \mathbf{v}^{*} \mid t\right)-f_{1}(\mathbf{r}, \mathbf{v} \mid t)(\mathrm{A} 3 \mathrm{a})\right. \\
& \text { for }|\mathbf{r}-\mathbf{R}|>r_{0}, \\
& \qquad f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}+r_{0} \mathbf{u} \mid t\right)=f_{2}\left(\mathbf{r}, \mathbf{v}^{*} ; \mathbf{r}+r_{0} \mathbf{u} \mid t\right) \quad \text { (A3b) }  \tag{A3b}\\
& \text { for }|\mathbf{u}|=1 \text { and } \mathbf{v} \cdot \mathbf{u} \geq 0,
\end{align*}
$$

$$
\begin{equation*}
f_{2}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=0 \tag{A3c}
\end{equation*}
$$

for $|\mathbf{r}-\mathbf{R}|<r_{0}$.
Condition (A3b) is obtained by integrating (2.8) over a small volume element across the surface $|\mathbf{r}-\mathbf{R}|=r_{0}$, and (A3c) stems from the exclusion condition (2.5). Conditions (A3b) and (A3c) are valid even outside the low density limit.
Now the problem is how to derive from (2.7) and (A3) the Boltzmann equation for $f_{1}$ and compute the corresponding value for $f_{2}$. For that purpose we shall make the stosszahlansatz. In fact, we shall only need an "initial" stosszahlansatz, taking as an initial condition for $f_{2}$,

$$
\begin{array}{r}
f_{2}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t=0)=0 \quad \text { for }|\mathbf{r}-\mathbf{R}|<r_{0} \\
\begin{array}{r}
f_{2}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t=0)=f_{1}(\mathbf{r}, \mathbf{v} \mid t=0) \\
\\
\text { for }|\mathbf{r}-\mathbf{R}|>r_{0} \\
f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}-r_{0} \mathbf{u} \mid t=0\right)=f_{1}(\mathbf{r}, \mathbf{v} \mid t=0) \\
\\
\text { for } \mathbf{u}^{2}=1
\end{array}
\end{array}
$$

and $\mathbf{v} \cdot \mathbf{u} \leq 0$ and

$$
\begin{align*}
& f_{2}\left(\mathbf{r}, \mathbf{v} ; \mathbf{r}-r_{0} \mathbf{u} \mid t=0\right)=f_{1}\left(\mathbf{r}, \mathbf{v}^{*} \mid t=0\right) \\
& \quad \text { for } \mathbf{u}^{2}=1 \tag{A4d}
\end{align*}
$$

and $\mathbf{v} \cdot \mathbf{u}>0$.
To proceed, we shall suppose that, a priori, (A4c) which is valid at $t=0$ remains true at any time $t>0$. Partially solving the system relating $f_{1}$ and $f_{2}$, we shall prove a posleriori that this condition (A4c) remains fulfilled at any time $t>0$.
Defining now the correlation function $g$ by
$g(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=f_{2}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)-f_{1}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)$,
one shows at once from (A3a) and from the stosszahlansatz for $f_{2}$ that $g$ is given at the Boltzmann order by the solution of

$$
\begin{equation*}
\left(\frac{\partial}{\partial t}+\mathbf{v} \cdot \frac{\partial}{\partial \mathbf{r}}\right) g_{B}(\mathbf{r}, \mathbf{v} ; \mathbf{R} \mid t)=0 \tag{A6}
\end{equation*}
$$

provided that $|\mathbf{r}-\mathbf{R}|>r_{0}$. The correlation function $g_{B}$ is equally defined by an initial condition deduced from (A4a) and (A4b), plus a boundary condition deduced from the stosszahlansatz, namely,
from the assumption that (A4c) is valid at any time $t \geq 0$. Integrating now (A6) by the method of the trajectories, one shows that, the stosszahlansatz (A4c) is actually true at any time $t \geq 0$, and that in the regions of phase space ( $\mathbf{r}, \mathbf{v} ; \mathbf{R}$ ) called $\mathbf{\Lambda}_{1}, \mathbf{\Lambda}_{2}$, and $\Delta_{3}, g$ is actually given by (2.14)(2.16).

Further, since (A4c) is true at any time $t \geq 0,(2.9)$ follows at once from (2.7).

## APPENDIX B

In this appendix, it is shown that $\Lambda_{u_{0}}(z)$ is finite for any value of $z$ located outside the cut $z=-(\nu+$ $i K \mu)(-1 \leq \mu$ real $\leq+1)$.
For that purpose one notices that the perturbation $f_{1}$ of the one-body distribution function must check:

$$
\begin{equation*}
f_{1}(\mathbf{r}, \hat{v} \mid t)+\hat{f_{1,0}} \geq 0 \tag{B1}
\end{equation*}
$$

$\widehat{f}_{1,0}$ being the equilibrium value of the distribution function of the light particles, a constant here. The condition (B1) expresses simply the fact that the whole distribution function $\hat{f}_{1}+\hat{f}_{1,0}$ must be positive definite, as usual for a probability distribution.

In Sec. 4, for simplicity, one has used a perturbation $e^{i \mathbf{k} \cdot \mathbf{r}}$ instead of cosk•r. In order to obtain from the results of this section the true physical quantities, one must add at any place the complex conjugate, an imaginary distribution function being meaningless. Thus the function $f_{\mathbf{k}}(\hat{v} \mid t)$ defined in (4.1) must be real, and verifies, from (4.1), by replacing $e^{i \mathbf{k} \cdot \mathbf{r}}$ by $\left(e^{i \mathbf{k} \cdot \mathbf{r}}+e^{-i \mathbf{k} \cdot \mathbf{r}}\right)$ :

$$
\begin{equation*}
+f_{1,0} \geq f_{\mathbf{k}}(\hat{v} \mid t) \geq-f_{1,0} . \tag{B2}
\end{equation*}
$$

Integrating (B2) over the angle $\phi$ and taking $t=0$,

$$
\begin{equation*}
\widehat{f_{1,0}} \leq \psi_{0}(\mu) \geq-\hat{f_{1,0}} \tag{B3}
\end{equation*}
$$

And the function $\Lambda_{\psi_{0}}(z)$ defined by

$$
\Lambda_{\psi_{0}}(z)=\int_{-1}^{+1} \frac{d \mu^{\prime} \psi_{0}\left(\mu^{\prime}\right)}{z+\nu+i K \mu^{\prime}}
$$

is obviously finite for any value of $z$ outside the cut.
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Equations which define a "consistent" set of "boundary" conditions, and hence a field, for a given set of differential equations are derived from a variational principle. The equivalence of functionals defined over an entire domain and functionals defined over only a subdomain, but with a surface term added to account for the contribution of the excluded subdomain, is exploited. The appropriate surface term is found to satisfy the Hamilton-Jacobi equation. The formalism is specialized to neutron diffusion theory, and it is demonstrated that Stark's double sweep method follows as a natural consequence of this field theoretic formulation. The relation of this formalism to Pontryagin's Maximum Principle and Bellman's Dynamic Programming is demonstrated for problems which can be characterized by minimum variational principles.

## 1. INTRODUCTION

Many problems in mathematical physics are specified by a set of differential equations defined on an interval $0 \leqslant x \leqslant L$ and an associated set of boundary conditions at $x=0$ and $x=L$. It is well known that if one is interested in the solution only over some subinterval $0 \leqslant x \leqslant z<L$, and if the "boundary" conditions can be specified at $x=z$, it suffices to solve the equations only within the interval $0 \leqslant x \leqslant z$. The use of symmetry considerations to provide "boundary" conditions at a midplane is a familiar example.

If consistent "boundary" conditions could be specified at each point in the interval $0 \leqslant x \leqslant L$, functions which satisfied these "boundary" conditions would, by definition, satisfy the original set of differential equations and the original boundary conditions at $x=0$ and $X=L$. Such consistent "boundary" conditions may be thought of as a field for the original set of differential equations. ${ }^{1}$
The purposes of this paper are to derive a consistent set of "boundary" conditions (i.e., field equations) from a variational argument and to introduce a field theoretic formulation for neutron diffusion theory. It is demonstrated that Stark's ${ }^{2}$ method for solving the neutron diffusion equations, which is widely used in one-dimensional problems, is a natural consequence of this field theoretic formulation. ${ }^{3}$

## 2. VARIATIONAL FIELD THEORY

It is well known from the calculus of variations ${ }^{1}$ that a variational functional can be associated with a set of differential equations and associated boundary conditions. For example, the functional

$$
\begin{equation*}
J[y]=\int_{0}^{L} d x F\left[x, y(x), y^{\prime}(x)\right] \tag{1}
\end{equation*}
$$

defined on the set of functions $y_{j}(x)\left(y \equiv \sum_{j=1}^{N} y_{j}\right.$ in the argument), which have continuous first derivatives ${ }^{4}$ in $0 \leqslant x \leqslant L$ and satisfy prescribed conditions at $x=0$ and $x=L$, is stationary (i.e., $\delta J=0$ ) about the functions $\bar{y}_{j}(x)$ which satisfy
$\frac{\partial F}{\partial y_{j}}-\frac{d}{d x}\left(\frac{\partial F}{\partial y_{j}^{\prime}}\right)=0, \quad 0 \leqslant x \leqslant L, \quad j=1, \ldots, N$,
and the prescribed conditions at $x=0$ and $x=L$. (Prime indicates the total derivative with respect to the independent variable, $x$ in this case.)

If the appropriate boundary conditions can be specified at some point $x=z<L$, the same functions $\bar{y}_{j}(x)$ can be determined by solving Eqs. (2) on the interval $0 \leqslant x \leqslant z$, subject to the prescribed conditions at $x=0$ and $x=z$. The determination of these boundary conditions is accomplished by seeking a functional

$$
\begin{equation*}
\widehat{J}[y]=\int_{0}^{z} d x F\left[x, y(x), y^{\prime}(x)\right]-G[z, y(z)] \tag{3}
\end{equation*}
$$

which is equivalent to the functional $J$ in the sense that $\hat{J}$ is also stationary about the functions $\bar{y}_{j}(x)$ which satisfy Eqs. (2) on the interval $0 \leqslant x \leqslant L$ and the prescribed conditions at $x=0$ and $x=L$. Thus, we seek to replace a variational functional defined on the interval $0 \leqslant x \leqslant L$ with a functional defined on the interval $0 \leqslant x \leqslant z$, which has a surface term to account for the contribution of the complementary interval $z<x \leqslant L$.
The surface term $G$ is determined from the requirement that $\delta \hat{J}=0$ for the functions $\bar{y}_{j}(x)$ which satisfy Eqs. (2). The general formula for the variation of $\hat{J}$ is ${ }^{5}$

$$
\begin{align*}
\delta \widehat{J}= & \int_{0}^{z} \sum_{j=1}^{N}\left[\frac{\partial F}{\partial y_{j}}-\frac{d}{d x}\left(\frac{\partial F}{\partial y_{j}^{\prime}}\right)\right] \delta y_{j} d x \\
& +\left.\sum_{j=1}^{N}\left(\frac{\partial F}{\partial y_{j}^{\prime}}-\frac{\partial G}{\partial y_{j}}\right) \delta y_{j}\right|_{x=z} \\
& +\left.\left(F-\sum_{j=1}^{N} y_{j}^{\prime} \frac{\lambda F}{\partial y_{j}^{\prime}}-\frac{\partial G}{\partial x}\right) \delta x\right|_{x=z} . \tag{4}
\end{align*}
$$

The requirement $\delta \hat{J}=0$ is satisfied if

$$
\begin{equation*}
\frac{\partial F}{\partial y_{j}^{\prime}}=\frac{\partial G}{\partial y_{j}}, \quad j=1, \ldots, N \tag{5}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial G}{\partial z}-F+\sum_{j=1}^{N} y_{j}^{\prime} \frac{\partial F}{\partial y_{j}^{\prime}}=0 \tag{6}
\end{equation*}
$$

Using Eqs. (5), Eq. (6) becomes

$$
\frac{\partial G[z, y(z)]}{\partial z}-F\left[z, y(z), y^{\prime}(z)\right]
$$

$$
\begin{equation*}
+\sum_{j=1}^{N} y_{j}^{\prime}(z) \frac{\partial G[z, y(z)]}{\partial y_{j}}=0, \tag{7}
\end{equation*}
$$

where $y_{j}^{\prime}$ is assumed to be given in terms of $y_{j}$ and $\partial G / \partial y_{j}$ by Eqs. (5). Defining

$$
\begin{align*}
& H\left(z, y(z), \frac{\partial G[z, y(z)]}{\partial y(z)}\right) \equiv-F\left[z, y(z), y^{\prime}(z)\right] \\
& \quad+\sum_{j=1}^{N} y_{j}^{\prime}(z) \frac{\partial G[z, y(z)]}{\partial y_{j}} \tag{8}
\end{align*}
$$

Eq. (7) becomes

$$
\begin{equation*}
\frac{\partial G}{\partial z}+H=0 \tag{9}
\end{equation*}
$$

which is the Hamilton-Jacobi equation. ${ }^{6}$
If Eqs. (5) and (6) are satisfied, the second and third terms in Eq. (4) vanish. It is now shown that Eqs. (5) and (7) being satisfied is sufficient to ensure that Eqs. (2) are satisfied, and hence that $\delta \hat{J}=0$. By virtue of Eqs. (5)

$$
\begin{aligned}
\frac{d}{d x}\left(\frac{\partial F}{\partial y_{j}^{\prime}}\right) & =\frac{d}{d x}\left(\frac{\partial G}{\partial y_{j}}\right)=\frac{\partial^{2} G}{\partial x \partial y_{j}}+\sum_{i=1}^{N} \frac{\partial^{2} G}{\partial y_{i} \partial y_{j}} y_{i}^{\prime} \\
& =\frac{\partial}{\partial y_{j}}\left(\frac{\partial G}{\partial x}+\sum_{i=1}^{N} y_{i}^{\prime} \frac{\partial G}{\partial y_{i}^{\prime}}\right), \quad j=1, \ldots, N .
\end{aligned}
$$

Using Eq. (7), this reduces to

$$
\frac{d}{d x}\left(\frac{\partial F}{\partial y_{j}^{\prime}}\right)=\frac{\partial F}{\partial y_{j}}, \quad j=1, \ldots, N
$$

which are Eqs. (2).
A boundary condition for $G$ follows from the requirement that $J$ and $\hat{J}$ are equivalent for all $z$, $0 \leqslant z \leqslant L$, and particularly for $z=L$ :

$$
\begin{equation*}
G[L, y(L)]=0 \tag{10}
\end{equation*}
$$

Thus, functions $\bar{y}$ which satisfy Eqs. (5) and (7) or (9) also satisfy Eqs. (2). In this sense, Eqs. (5) are referred to as the field equations corresponding to the variational functional of Eq. (1). Equations
(5) suggest that $G$ has the form of a field potential. The equivalence of $J$ and $\hat{J}$ at $z=0$ implies

$$
-G[0, y(0)]=J[y]=\int_{0}^{L} d x F\left[x, y(x), y^{\prime}(x)\right]
$$

Consequently, the stationary value of the variational functional of Eq. (1) can be obtained by solving Eqs. (5) and (7) for $G[0, y(0)]$.

## 3. MONOENERGETIC NEUTRON DIFFUSION THEORY

The general results of the preceeding section can readily be specialized to one-dimensional monoenergetic neutron diffusion theory. In this case, the function $F$, which is sometimes referred to as
the Lagrangian density function, is

$$
\begin{equation*}
F\left(x, \phi, \phi^{\prime}\right)=D\left(\phi^{\prime}\right)^{2}+\left(\Sigma_{a}-\nu \Sigma_{f}\right) \phi^{2}-2 \phi S \tag{11}
\end{equation*}
$$

where $D, \Sigma_{a}, \nu, \Sigma_{f}$, and $S$ are the diffusion coefficient, absorption cross section, neutron yield per fission, fission cross section, and source, respectively. $\phi$ is the neutron flux.
For $F$ given by Eq. (11), Eqs. (2) reduce to the familiar neutron diffusion equation

$$
\begin{equation*}
-\left(D \phi^{\prime}\right)^{\prime}+\left(\Sigma_{a}-\nu \Sigma_{f}\right) \phi=S \tag{12}
\end{equation*}
$$

and the field equations, Eqs. (5), reduce to

$$
\begin{equation*}
2 D \phi^{\prime}=\frac{\partial G}{\partial \phi} \tag{13}
\end{equation*}
$$

The Hamilton-Jacobi equation, Eq. (7) or (9), becomes
$\frac{\partial G}{\partial z}+\frac{1}{4 D}\left(\frac{\partial G}{\partial \phi}\right)^{2}-\left(\Sigma_{a}-\nu \Sigma_{f}\right) \phi^{2}+2 \phi S=0$,
where

$$
G=G(z, \phi)
$$

Boundary conditions of the general form

$$
\begin{align*}
& b_{0} D \phi^{\prime}(0)=C_{0} \phi(0)+d_{0}  \tag{15}\\
& b_{1} D \phi^{\prime}(L)=C_{1} \phi(L)+d_{1} \tag{16}
\end{align*}
$$

are normally associated with the problem, and Eq. (10) becomes

$$
\begin{equation*}
G[L, \phi(L)]=0 \tag{17}
\end{equation*}
$$

If we seek a solution to Eq. (14) of the form

$$
\begin{equation*}
G(z, \phi)=-\alpha(z) \phi^{2}+2 \beta(z) \phi+\gamma(z) \tag{18}
\end{equation*}
$$

Stark's method ${ }^{2}$ for solving Eq. (12) follows immediately. Substituting Eq. (18) into Eq. (14) results in

$$
\begin{aligned}
& -\phi^{2} \alpha^{\prime}+\frac{\alpha^{2} \phi^{2}}{D}-\frac{2 \alpha \beta \phi}{D}+\frac{\beta^{2}}{\bar{D}}-\left(\Sigma_{a}-\nu \Sigma_{f}\right) \phi^{2} \\
& \quad+2 \phi S+2 \phi \beta^{\prime}+\gamma^{\prime}=0
\end{aligned}
$$

This equation is satisfied for arbitrary $\phi$ if

$$
\begin{align*}
& \alpha^{\prime}(z)-\left[\alpha^{2}(z) / D\right]=-\left(\Sigma_{\alpha}-\nu \Sigma_{f}\right)  \tag{19}\\
& \beta^{\prime}(z)-\alpha(z) \beta(z) / D=-S  \tag{20}\\
& \gamma^{\prime}(z)+\beta^{2}(z) / D=0 \tag{21}
\end{align*}
$$

Using Eq. (18), Eq. (13) becomes

$$
\begin{equation*}
D \phi^{\prime}(z)=-\alpha(z) \phi(z)+\beta(z) \tag{22}
\end{equation*}
$$

Comparing Eq. (22) with the boundary condition of

Eq. (15), for $b_{0} \neq 0$, we obtain "initial" conditions for $\alpha$ and $\beta$ :

$$
\begin{equation*}
\alpha(0)=-C_{0} / b_{0}, \quad \beta(0)=d_{0} / b_{0} . \tag{23}
\end{equation*}
$$

From Eq. (22) and the boundary condition of Eq. (16), we obtain a "final" condition for $\phi$ :

$$
\begin{equation*}
\phi(L)=\frac{b_{1} \beta(L)-d_{1}}{b_{1} \alpha(L)-C_{1}}, \tag{24}
\end{equation*}
$$

and using Eq. (18) in the boundary condition of Eq. (17), we obtain a "final" condition for $\gamma$ :

$$
\begin{equation*}
\gamma(L)=\alpha(L) \phi^{2}(L)-2 \beta(L) \phi(L) . \tag{25}
\end{equation*}
$$

Thus, Eqs. (19) and (20) are solved by sweeping from $z=0$ to $z=L$, using the "initial" conditions of Eq. (23). Then Eqs. (21) and (22) are solved by sweeping from $z=L$ to $z=0$, using the "final" conditions of Eqs. (24) and (25).
Note that if only the flux is sought, it is not necessary to solve for $\gamma$. In this case, the procedure is identical to the method attributed to Stark, ${ }^{2}$ and usually postulated on an ad hoc basis for solving Eq. (12). ${ }^{7}$ It is interesting that this powerful and widely used method is suggested almost immediately by the field theoretic formulation.

A simple example serves to illustrate some of the concepts which have been discussed. Consider a uniform critical slab nuclear reactor of halfthickness $L$ with the plane of symmetry at $z=0$. For this case, $b_{0}=C_{1}=1, C_{0}=d_{0}=b_{1}=d_{1}=0$, and the "initial" and "final" conditions of Eqs. (23) $-(25)$ become $\alpha(0)=\beta(0)=\gamma(L)=\phi(L)=0$. It is easy to demonstrate that Eqs. (19)-(22) are satisfied by

$$
\begin{align*}
& \phi(z)=\cos \frac{\pi z}{2 L},  \tag{26}\\
& \alpha(z)=\frac{\pi D}{2 L} \tan \frac{\pi z}{2 L},  \tag{27}\\
& \beta(z)=\gamma(z)=0, \tag{28}
\end{align*}
$$

and hence, from Eq. (18),

$$
\begin{equation*}
G(z)=-\left(\frac{\pi D}{4 L}\right) \sin \frac{\pi z}{L} . \tag{29}
\end{equation*}
$$

As mentioned previously, $G(z)$ is interpreted as a "surface" term which accounts for the contribution to the functional $J$ from the interval $z<x$ $\leqslant L$. Using Eqs. (26) and (11), with $S=0$, it is readily shown that $J=0$. On the other hand

$$
\begin{aligned}
\hat{J}= & \int_{0}^{z} d x\left[D\left(\frac{\pi}{2 L}\right)^{2} \sin ^{2} \frac{\pi x}{2 L}+\left(\Sigma_{a}-\nu \Sigma_{f}\right) \cos ^{2} \frac{\pi x}{2 L}\right] \\
& +\frac{\pi D}{4 L} \sin \frac{\pi z}{L}
\end{aligned}
$$

Making use of the criticality condition

$$
\Sigma_{a}-\nu \Sigma_{f}=-D(\pi / 2 L)^{2}
$$

direct integration yields

$$
\hat{J}=-\frac{\pi D}{4 L} \sin \frac{\pi z}{D}+\frac{\pi D}{4 L} \sin \frac{\pi z}{L} \equiv 0
$$

Alternatively, it is noted that

$$
\begin{aligned}
& \int_{z}^{L} d x\left[D\left(\frac{\pi}{2 L}\right)^{2} \sin ^{2} \frac{\pi x}{2 L}+\left(\Sigma_{a}-\nu \Sigma_{f}\right) \cos ^{2} \frac{\pi x}{2 L}\right] \\
& \quad=\frac{\pi D}{4 L} \sin \frac{\pi z}{L}=-G(z) .
\end{aligned}
$$

Thus, $G(z)$ is, in fact, the contribution to the functional $J$ from the interval $z<x \leqslant L$.

The stationary value of the variational functional of Eq. (1), with $F$ given by Eq. (11) and $S=0$, is zero. From Eq. (29), it is seen that $G[0, \phi(0)]=0$, in agreement with the conclusion of the previous section.

## 4. MULTIGROUP NEUTRON DIFFUSION THEORY

An appropriate bilinear variational functional for the one-dimensional multigroup neutron diffusion equations may be constructed from the Lagrangian density function

$$
\begin{align*}
F= & \sum_{g}\left(\phi_{g}^{* \prime} D_{g} \phi_{g}^{\prime}+\phi_{g}^{*} A_{g} \phi_{g}-\phi_{g}^{*} x_{g} \sum_{g^{\prime}} F_{g^{\prime}} \phi_{g^{\prime}}\right. \\
& \left.-\phi_{g^{\prime}}^{*} \sum_{g^{\prime}} K_{g g^{\prime}} \phi_{g^{\prime}}-\phi_{g}^{*} S_{g}-S_{g}^{*} \phi_{g}\right) \tag{30}
\end{align*}
$$

where $D, A, \chi, F$, and $K$ are the diffusion coefficient, removal cross section, fission spectrum, fission cross section times the fission neutron yield, and the scattering transference cross section, respectively, in the multigroup representation. $\phi^{*}$ and $S^{*}$ are the adjoint flux and source, respectively.
The field equations, Eqs. (5), become

$$
\begin{align*}
& D_{g} \phi_{g}^{\prime}=\frac{\partial G}{\partial \phi_{g}^{*}}, \quad g=1, \ldots, \text { no. of groups }  \tag{31}\\
& D_{g} \phi_{g}^{* \prime}=\frac{\partial G}{\partial \phi_{g}}, \quad g=1, \ldots, \text { no. of groups, } \tag{32}
\end{align*}
$$

and the Hamilton-Jacobi equation, Eq. (7) or (9), becomes

$$
\begin{align*}
& \begin{aligned}
\frac{\partial G}{\partial z} & +\sum_{g}\left[\frac{1}{D_{g}}\left(\frac{\partial G}{\partial \phi_{g}^{*}} \frac{\partial G}{\partial \phi_{g}}\right)-\phi_{g}^{*} A_{g} \phi_{g}+\phi_{g}^{*} x_{g} \sum_{g^{\prime}} F_{g^{\prime}} \phi_{g^{\prime}}\right. \\
& \left.+\phi_{g}^{*} \sum_{g^{\prime}} K_{g g^{\prime}} \phi_{g^{\prime}}+\phi_{g}^{*} S_{g}+S_{g}^{*} \phi_{g}\right]=0
\end{aligned} \\
& \text { where } \tag{33}
\end{align*}
$$

$$
G=G\left(z, \sum_{g} \phi_{g}^{*}, \sum_{g} \phi_{g}\right)
$$

Equations (31) associate the current with the functional derivative of $G$ with respect to the adjoint flux, while Eqs. (32) associate the adjoint current with the functional derivative of $G$ with respect to the flux.

Analogous to the procedure of the previous section, we seek a bilinear solution to Eq. (33) of the form

$$
\begin{equation*}
G=\sum_{g}\left[-\phi_{g}^{*} \sum_{g^{\prime}} \alpha_{g g^{\prime}}(z) \phi_{g^{\prime}}+\beta_{g}(z) \phi_{g}^{*}+\gamma_{g}(z) \phi_{g}+\Omega_{g}(z)\right] . \tag{34}
\end{equation*}
$$

Substituting Eq. (34) into Eq. (33) results in a single scalar equation which is, anticipating subsequent development, written in matrix notation:

$$
\begin{align*}
& {\left[\boldsymbol{\phi}^{*^{T}} \boldsymbol{\alpha}^{\prime} \boldsymbol{\phi}+\boldsymbol{\phi}^{*^{T}} \boldsymbol{\alpha} \mathbf{D}^{-1} \boldsymbol{\alpha} \boldsymbol{\phi}-\boldsymbol{\phi}^{*^{T}} \mathbf{A} \boldsymbol{\phi}+\boldsymbol{\phi}^{*^{T}} \mathbf{x}^{T} \boldsymbol{\phi}+\boldsymbol{\phi}^{*^{T}} \mathbf{K} \boldsymbol{\phi}\right]} \\
& +\left[\boldsymbol{\phi}^{*^{T}} \boldsymbol{\beta}^{\prime}+\boldsymbol{\phi}^{*^{T}} \boldsymbol{\alpha} \mathbf{D}^{-1} \boldsymbol{\beta}+\boldsymbol{\phi}^{* T} \mathbf{S}\right] \\
& +\left[\boldsymbol{\gamma}^{\prime T} \boldsymbol{\phi}+\gamma^{T} \mathbf{D}^{-1} \boldsymbol{\alpha} \boldsymbol{\phi}+\mathbf{S}^{*^{T}} \boldsymbol{\phi}\right]+\left[\mathbf{I}^{T} \boldsymbol{\Omega}^{\prime}+\mathbf{I}^{T} \theta\right]=0,(35) \tag{35}
\end{align*}
$$

where $\phi^{*}, \phi, \beta, \gamma, \chi, F$, and $\Omega$ are column vectors whose elements are the corresponding group components, $\theta$ is a column vector whose elements are the group components $\beta_{g} \gamma_{g} / D_{g}$, and I is a column vector with all elements unity. $\alpha, \mathrm{D}, \mathrm{A}$, and K are square matrices whose elements are the corresponding group components. Equation (35) is satisfied for arbitrary $\phi^{*}$ and $\phi$ if the following matrix equations are satisfied by $\alpha, \beta, \gamma$, and $\Omega$ :

$$
\begin{align*}
\alpha^{\prime}-\alpha \mathbf{D}^{-1} \alpha & =-\left[\mathbf{A}-x^{\mathbf{F}^{T}}-\mathbf{K}\right],  \tag{36}\\
\beta^{\prime}-\alpha \mathbf{D}^{-1} \beta & =-\mathbf{S},  \tag{37}\\
\gamma^{\prime}-\gamma^{T} \mathbf{D}^{-1} \alpha & =\mathbf{S}^{*},  \tag{38}\\
\Omega^{\prime}+\theta & =0 . \tag{39}
\end{align*}
$$

The similarity between Eqs. (36)-(39) and Eqs. (19) $-(21)$ suggests that the former may be considered as a multigroup extension of Stark's method. 8
Assuming that a general set of homogeneous boundary conditions

$$
\begin{align*}
& b_{0}^{g} D^{g} \phi_{g}^{\prime}(0)=\sum_{g^{\prime}} c_{0}^{g g^{\prime}} \phi_{g^{\prime}}(0),  \tag{40}\\
& b_{1}^{g} D^{g} \phi_{g}^{\prime}(L)=\sum_{g^{\prime}} C^{g g^{\prime}} \phi_{g^{\prime}}(L) \tag{41}
\end{align*}
$$

are associated with the flux, it can be demonstrated that the appropriate boundary conditions for the adjoint flux are

$$
\begin{align*}
D_{g} \phi_{g}^{* \prime}(0)= & \sum_{g^{\prime}} \frac{C_{0}^{g^{\prime} g}}{b_{0}^{g^{\prime}}} \phi_{g^{\prime}}^{*}(0)  \tag{42}\\
D_{g} \phi_{g}^{*^{\prime \prime}}(L)= & \sum_{g^{\prime}} \frac{C_{1}^{g^{\prime} g}}{b_{1}^{g}} \phi_{g^{\prime}}^{*}(L) \\
& g=1, \ldots, \text { no. of groups. } \tag{43}
\end{align*}
$$

For $G$ given by Eq. (34), the field equations (31) and (32) become

$$
\begin{equation*}
D \phi_{g}^{\prime}(z)=\sum_{g^{\prime}} \alpha_{g g^{\prime}}(z) \phi_{g^{\prime}}(z)+\beta_{g}(z) \tag{44}
\end{equation*}
$$

$D \phi_{g}^{* \prime}(z)=\sum_{g^{\prime}} \alpha_{g^{\prime} g}(z) \phi_{g^{\prime}}^{*}(z)+\gamma_{g}(z)$,

$$
\begin{equation*}
g=1, \ldots, \text { no. of groups. } \tag{45}
\end{equation*}
$$

Comparing Eqs. (44) and (45) with Eqs. (40)-(43), and using the boundary condition of Eq. (10), we obtain the "initial" conditions

$$
\begin{align*}
& \alpha_{g^{\prime} g}(0)=C_{0}^{g^{\prime} g} / b_{0}^{g^{\prime}} \\
& \beta_{g}(0)=\gamma_{g}(0)=0, \quad g, g^{\prime}=1, \ldots, \text { no. of groups } \tag{46}
\end{align*}
$$

and the "final" conditions

$$
\begin{equation*}
\phi(L)=\boldsymbol{\Lambda}^{-1} \boldsymbol{\beta}(L) \tag{47}
\end{equation*}
$$

$\phi^{*}(L)=\left(\boldsymbol{\Lambda}^{T}\right)^{-1} \gamma(L)$,

$$
\begin{align*}
& \Omega_{g}(L)=-\left(\phi_{g}^{*}(L) \sum_{g^{\prime}} \alpha_{g g^{\prime}}(L) \phi_{g^{\prime}}(L)+\beta_{g}(L) \phi_{g}^{*}(L)\right.  \tag{48}\\
& \left.\quad+\gamma_{g}(L) \phi_{g}(L)\right), \quad g=1, \ldots, \text { no. of groups } \tag{49}
\end{align*}
$$

The matrix $\Lambda$ has elements

$$
\begin{align*}
\Lambda^{g g^{\prime}} \equiv & C_{1}^{g g^{\prime}} / b_{1}^{g}-\alpha_{g g^{\prime}}(L) \\
& g, g^{\prime}=1, \ldots, \text { no. of groups. } \tag{50}
\end{align*}
$$

Thus, Eqs. (36)-(38) are solved by sweeping from $z=0$ to $z=L$, using the "initial" conditions of Eqs. (46). Then Eqs. (39), (44), and (45) are solved by sweeping from $z=L$ to $z=0$, using the "final" conditions of Eqs. (47) and (48).
The formalism of this section was applied to a twogroup reflected slab model with nuclear properties characteristic of a pressurized-water reactor. The model was subcritical, and a uniform source in the fast group was present in the core. The thermal-group fission cross section was used as a thermal-group adjoint source, so the stationary value of the functional corresponded to the ther-mal-group fission rate.
Neutron and adjoint fluxes for the problem are shown in Fig. 1, and $G$ is shown in Fig. 2. ( $x=0$ corresponds to the core midplane.) The magnitude of $G$ decreases rapidly in the reflector, consistent with the decreasing contribution of the external parts of the reflector to the functional $J$. The value of $G$ at $x=0$ agrees with the value of the thermalgroup fission rate (the stationary value of the functional) to within the numerical accuracy of the calculation, in agreement with the conclusion of Sec. 2.


FIG. 1


FIG. 2

## 5. MAXIMUM PRINCIPLE AND DYNAMIC PROGRAMMING

A slight variant of the procedure that was employed in Sec. 2 can be used to derive the Maximum Principle ${ }^{9}$ of Pontryagin and the Dynamic Programming ${ }^{10}$ algorithm of Bellman. ${ }^{11}$ If the variational function of Eq. (1) represents a minimum
principle, then $\delta J=0$ when evaluated for the functions $\bar{y}_{j}(x)$ which satisfy Eqs. (2), and $\delta J>0$ when evaluated for any other functions. Making the same arguments as in Sec. 1, we seek an equivalent functional

$$
\begin{equation*}
\tilde{J}[y]=-G[z, y(z)]+\int_{z}^{L} d x F\left[x, y(x), y^{\prime}(x)\right] \tag{51}
\end{equation*}
$$

Because $J$, hence $\tilde{J}$, is a minimum principle, we have

$$
\begin{align*}
\delta \tilde{J}= & \int_{z}^{L} \sum_{j=1}^{N}\left[\frac{\partial F}{\partial y_{j}}-\frac{d}{d x}\left(\frac{\partial F}{\partial y_{j}^{\prime}}\right)\right] \delta y_{j} d x \\
& -\left.\sum_{j=1}^{N}\left[\frac{\partial F}{\partial y_{j}^{\prime}}+\frac{\partial G}{\partial y_{j}}\right] \delta y_{j}\right|_{x=z} \\
& -\left.\left(F-\sum_{j=1}^{N} y_{j}^{\prime} \frac{\partial F}{\partial y_{j}^{\prime}}+\frac{\partial G}{\partial x}\right) \delta x\right|_{x=z} \geqslant 0 . \tag{52}
\end{align*}
$$

If we require that Eqs. (2) be satisfied, and that

$$
\begin{equation*}
\frac{\partial F}{\partial y_{j}^{\prime}}+\frac{\partial G}{\partial y_{j}}=0, \quad j=1, \ldots, N \tag{53}
\end{equation*}
$$

then, because $\delta x>0,12$

$$
\begin{equation*}
\frac{\partial G}{\partial z}+F+\sum_{j=1}^{N} y_{j}^{\prime} \frac{\partial G}{\partial y_{j}} \leqslant 0 . \tag{54}
\end{equation*}
$$

An argument similar to that given in Sec. 2 leads to the conclusion that when the equality obtains in Eq. (54), functions $\overline{y_{j}}$, which satisfy Eqs. (53) and (54), also satisfy Eqs. (2). Thus, this development is completely equivalent to that of Sec. 2, and a field theory could equally well be based on Eqs. (53) and (54), when the equality obtains in the latter. Equation (10) would be replaced by $G[0, y(0)]=0$ in this case, and $G[L, y(L) \mid$ would correspond to the stationary value of the functional.

## If we define

$$
\begin{aligned}
& \psi_{j}(z) \equiv-\frac{\partial G}{\partial y_{j}}, \quad j=1, \ldots, N \\
& \psi_{N+1}(z) \equiv-\frac{\partial G}{\partial z}
\end{aligned}
$$

then Eq. (54) can be written

$$
\begin{equation*}
0=\max _{y^{\prime}}\left(\psi_{N^{+1}}+\sum_{j=1}^{N} \psi_{j} y_{j}^{\prime}-F\right) \tag{55}
\end{equation*}
$$

Equation (55) is the Maximum Principle of Pontryagin.
An alternate way of writing Eq. (54) is

$$
\begin{equation*}
-\frac{d G[z, y(z)]}{d z} \geqslant F\left[z, y(z), y^{\prime}(z)\right] . \tag{56}
\end{equation*}
$$

Integrating Eq. (56) over the subinterval $z$ to $z+\Delta z$, and approximating $F$ in this subinterval by its value at $z$, we obtain
$G[z, y(z)]$

$$
\geqslant G[z+\Delta z, y(z+\Delta z)]+\Delta z F\left[z, y(z), y^{\prime}(z)\right] .
$$

Because the equality obtains for the functions $\bar{y}_{j}$ which satisfy Eqs. (2), this may be written

$$
\begin{align*}
G[z, \bar{y}(z)]= & \min _{y^{\prime}}\left\{G\left[z+\Delta z, \bar{y}^{\prime}(z+\Delta z)\right]\right. \\
& \left.+\Delta z F\left[z, \bar{y}(z), y^{\prime}(z)\right]\right\} . \tag{57}
\end{align*}
$$

Equation (57) is the Dynamic Programming algorithm.

* Work performed under the auspices of the U.S. Atomic Energy Commission.
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The behavior of the Regge pole residues for the $T$ matrix analyzed into partial waves is studied as a function of $E$ for scattering from a Yukawa potential. Using a variational formulation of Fredholm theory, we explicitly show that the residues on the energy shell have no branch cuts in the left-hand E plane.

We consider nonrelativistic scattering from a Yukawa potential. Using Fredholm theory, we contemplate solving the Lippmann-Schwinger equation for the $T$ matrix expanded into partial waves. If we go onto the energy shell and consider the behavior of the partial wave projections as a function of energy, we find branch cuts appearing in the lefthand E plane. Superficially, these cuts seem to be present as well in the residue of the $T$ matrix at a Regge pole. It is a well-known consequence of dispersion theory however, that at a Regge pole, the residue has a right-hand cut only. ${ }^{1}$ In this paper an explicit demonstration of the extinction of these left-hand cuts is presented. We use a formulation of Fredholm theory in which the Fredholm resolvent kernel is expressed as a functional derivative of the Fredholm denominator. Since this denominator is determined by the traces of the iterated kernels, with the energy appearing only in the propagator, it clearly has no left-hand Eplane branch cuts. This provides the motivation for anticipating that the functional derivative of this denominator at a Regge pole has no left-hand cuts also.
We start from the Lippmann-Schwinger equation for the $T$ matrix ${ }^{2}$ for scattering from a potential V, which we choose to be central:

$$
T=V+V \frac{1}{E-H_{0}+i \epsilon} T
$$

In the momentum representation this becomes (for incoming momentum $\mathbf{k}$, outgoing momentum $\mathbf{k}^{\prime}$ )

$$
\begin{aligned}
T_{\mathbf{k}, \mathbf{k}}(E) & =V\left(\mathbf{k}-\mathbf{k}^{\prime}\right) \\
& +\int \frac{d^{2} q}{(2 \pi)^{3}} V(\mathbf{q}-\mathbf{k}) \frac{1}{E-q^{2} / 2 m+i \epsilon} T_{\mathbf{q}, \mathbf{k}^{\prime}}(E)
\end{aligned}
$$

For a Yukawa potential

$$
V(\mathbf{k}-\mathbf{q})=g^{2} /\left(\mu^{2}+|\mathbf{k}-\mathbf{q}|^{2}\right)
$$

We make a partial wave expansion
$T_{\mathbf{k}, \mathbf{k}^{\prime}}(E)=4 \pi \sum_{l m} Y_{l}^{m^{*}}\left(\hat{k^{\prime}}\right) Y_{l}^{m}(\hat{k}) T_{l}\left(E, k, k^{\prime}\right)$
$V\left(\mathbf{k}^{\prime}-\mathbf{q}\right)=\frac{g^{2}}{\left(\mu^{2}+q^{2}+k^{\prime 2}-2 \mathbf{k} \cdot \mathbf{q}\right)}$
$=\frac{4 \pi g^{2}}{2 k^{\prime} q} \sum_{l m} Q_{l}\left(\frac{\mu^{2}+q^{2}+k^{\prime 2}}{2 q k^{\prime}}\right) Y_{l}^{m^{*}}\left(\hat{k}^{\prime}\right) Y_{l}^{m}(\hat{q})$,
where we have used the addition theorems for Legendre functions and spherical harmonics. This yields

$$
\begin{align*}
& T_{l}^{\lambda}\left(E, k, k^{\prime}\right)=\frac{g^{2}}{2 k^{\prime} k} Q_{l}\left(\frac{\mu^{2}+k^{2}+k^{\prime 2}}{2 k k^{\prime}}\right) \\
& \quad+\frac{4 \pi g^{2}}{(2 \pi)^{3}} \lambda \int_{0}^{\infty} d q \frac{q^{2}}{2 k q}-\frac{Q_{l}\left(\left(\mu^{2}+q^{2}+k^{2}\right) / 2 q k\right)}{\left(E-q^{2} / 2 m+i \epsilon\right)} \\
& \quad \times T_{l}^{\lambda}\left(E, q, k^{\prime}\right) \tag{1}
\end{align*}
$$

where we have inserted a parameter $\lambda$, such that $\lambda=1$ gives us the correct equation, i.e.,

$$
T_{l}\left(E, k, k^{\prime}\right)=T_{l}^{1}\left(E, k, k^{\prime}\right)
$$

For any nonhomogeneous equation of the form

$$
\begin{equation*}
\psi(k)=\varphi(k)+\lambda \int d q N(k, q) \psi(q) \tag{2}
\end{equation*}
$$

where the kernel satisfies certain well-known properties, the solution ${ }^{3}$ given by Fredholm theory may be written

$$
\begin{equation*}
\psi(k)=\varphi(k)+\lambda \int d q \frac{D\left(k_{,}, q_{2} \lambda\right)}{D(\lambda)} \varphi(q), \tag{3}
\end{equation*}
$$

where

$$
\begin{align*}
D(\lambda) & =1+\sum_{i=1}^{\infty} \lambda^{i \mathscr{D}^{(i)}, D^{(i)}} \\
& =\frac{(-1)^{i}}{i!} \int d s_{1} \cdots \int d s_{i}\left|\begin{array}{c}
N\left(s_{1}, s_{1}\right) \cdots N\left(s_{1}, s_{i}\right) \\
\vdots \\
N\left(s_{i}, s_{1}\right) \cdots N\left(s_{i}, s_{i}\right)
\end{array}\right| \tag{4}
\end{align*}
$$

is the Fredholm denominator, and $D(k, q, \lambda)$ is the Fredholm numerator which satisfies
$D\left(k, k^{\prime}, \lambda\right)=N\left(k, k^{\prime}\right) D(\lambda)+\lambda \int d q D(k, q, \lambda) N\left(q, k^{\prime}\right)$.
For the special class of nonhomogeneous equations for which

$$
\varphi(k)=N\left(k, k^{\prime}\right) / h\left(k^{\prime}\right),
$$

we find by comparing Eq. (2) with Eq. (5),

$$
\begin{equation*}
\psi(k)=D\left(k, k^{\prime}, \lambda\right) /\left[h\left(k^{\prime}\right) D(\lambda)\right] \tag{6}
\end{equation*}
$$

Hence if we identify

$$
N(k, q)=\frac{4 \pi g^{2}}{(2 \pi)^{3}} \frac{q^{2}}{2 k q} \frac{Q_{l}\left(\left(\mu^{2}+q^{2}+k^{2}\right) / 2 q k\right)}{E-q^{2} / 2 m+i \epsilon}
$$

and

$$
h(q)=\left(4 \pi q^{2} /(2 \pi)^{3}\right)\left(E-q^{2} / 2 m+i \epsilon\right),
$$

we find

$$
T_{l}^{\lambda}\left(E, k, k^{\prime}\right)=D\left(k, k^{\prime}, \lambda\right) /\left[h\left(k^{\prime}\right) D(\lambda)\right]
$$

The Regge poles are located at those values of $l$
(call one $l_{0}$ ) for which $D(\lambda)$ has a zero at $\lambda=1$. For if $D\left(l, \lambda_{0}\right)=0$ (where we explicitly write the $l$ dependence), and ${ }^{4}$

$$
\frac{\partial D}{\partial l} \neq 0, \quad \frac{\partial D}{\partial \lambda} \neq 0
$$

in some neighborhood of ( $\lambda_{0}, l_{0}$ ), we implicitly determine a function $\lambda_{0}(l)$ such that near $l_{0}$

$$
\begin{aligned}
\lambda_{0}(l) & =\lambda_{0}\left(l_{0}\right)+\left.\frac{d \lambda_{0}}{d l}\right|_{l=l_{0}}\left(l-l_{0}\right) \\
& =\lambda_{0}\left(l_{0}\right)-\left.\left[\frac{\partial D}{\partial l} / \frac{\partial D}{\partial \lambda_{0}}\right]\right|_{l=l_{0}}\left(l-l_{0}\right)
\end{aligned}
$$

and [near a simple zero of $D(\lambda)$ ]

$$
\begin{aligned}
D(\lambda) & =\left(\lambda-\lambda_{0}\right) d\left(\lambda_{0}\right) \\
& =d\left(\lambda_{0}\right)\left[\lambda-\lambda_{0}\left(l_{0}\right)+\left.\left(\frac{\partial D}{\partial l} / \frac{\partial D}{\partial \lambda_{0}}\right)\right|_{l=l_{0}}\left(l-l_{0}\right)\right] .
\end{aligned}
$$

If $\lambda_{0}\left(l_{0}\right)=1$, we have

$$
D(1)=d(1)\left[\left.\left(\frac{\partial D}{\partial l} / \frac{\partial D}{\partial \lambda_{0}}\right)\right|_{l=l_{0}}\right]\left(l-l_{0}\right),
$$

i.e , a Regge pole at $l=l_{0}$. The residues of the Regge poles [for a simple zero of $D(\lambda), \lambda=1$ ] are seen to be proportional to

$$
D\left(k, k^{\prime}, \lambda\right) /\left[h\left(k^{\prime}\right)\right], \quad \text { for } \lambda=1
$$

Using the standard expansion of the Fredholm numerator we have

$$
\begin{aligned}
& \frac{D\left(k, k^{\prime}, \lambda\right)}{\left[h\left(k^{\prime}\right)\right]} \\
& \quad=\frac{g^{2}}{2 k k^{\prime}} Q_{l}\left(\frac{\mu^{2}+k^{2}+k^{\prime 2}}{2 k k^{\prime}}\right)+\lambda \int \cdots .
\end{aligned}
$$

If we go onto the energy shell this becomes (with $k^{2}=k^{\prime 2}=2 m E$ )

$$
\begin{aligned}
& \left.\frac{D\left(k, k^{\prime}, \lambda\right)}{\left[h\left(k^{\prime}\right)\right]}\right|_{\text {on } s h \in l l} \\
& \quad=\frac{g^{2}}{4 m E} Q_{l}\left(1+\frac{\mu^{2}}{4 m E}\right)+\lambda \int \cdots,
\end{aligned}
$$

the first term of which has a branch point at $E=$ $-\mu^{2} / 8 m$, which superficially seems to remain even at a Regge pole. To see explicitly how this branch cut is extinguished, we utilize a variational form of the Fredholm theory. ${ }^{5}$
The Fredholm resolvent kernel of Eq. (2) may also be expressed in the form

$$
\begin{equation*}
\psi(k)=-\frac{1}{\lambda} \int d q \frac{\delta D(\lambda)}{\delta N(q, k)} \frac{\varphi(q)}{D(\lambda)}, \tag{7}
\end{equation*}
$$

where
$\delta D(\lambda) / \delta N(q, k)$
is a functional derivative of the Fredholm denominator $D(\lambda)$, with respect to the adjoint kernel $N(q, k)$. As usual, this functional derivative may be found by replacing $N\left(q^{\prime}, k^{\prime}\right)$ by

$$
N\left(q^{\prime}, k^{\prime}\right)+\eta \delta\left(q^{\prime}-q\right) \delta\left(k^{\prime}-k\right)
$$

and then evaluating the first derivative with respect to the parameter $\eta$ at $\eta=0$. By comparing Eqs. (7) and (3), we can relate this kernel to the usual Fredholm numerator:

$$
\begin{equation*}
D(k, q, \lambda)=-\frac{D(\lambda)}{\lambda} \delta(k-q)+\frac{1}{\lambda^{2}} \frac{\delta D(\lambda)}{\delta N(q, k)} . \tag{8}
\end{equation*}
$$

Near a simple zero of the Fredholm denominator

$$
D(\lambda)=\left(\lambda-\lambda_{0}\right) d\left(\lambda_{0}\right)
$$

where $\lambda_{0}$ depends implicitly on the kernel $N(k, q)$. Hence
$\frac{\delta D(\lambda)}{\delta N(q, k)}=-\frac{\delta \lambda_{0}}{\delta N(q, k)} d\left(\lambda_{0}\right)+\left(\lambda-\lambda_{0}\right) \frac{\delta d\left(\lambda_{0}\right)}{\delta N(q, k)}$.
At $\lambda=\lambda_{0}$ the second term in (9) vanishes and by (8) we find

$$
\begin{equation*}
\frac{D\left(k, q, \lambda_{0}\right)}{[h(q)]}=-\frac{d\left(\lambda_{0}\right)}{\lambda_{0}^{2} h(q)} \frac{\delta \lambda_{0}}{\delta N(q, k)} \tag{10}
\end{equation*}
$$

If we approximate $D(\lambda)$ to the $n$th order in $\lambda$,

$$
\begin{equation*}
D(\lambda) \approx D_{n}(\lambda)=\sum_{i=1}^{n}(\lambda)^{i} \mathscr{D}^{(i)}, \tag{11}
\end{equation*}
$$

evaluate it at a zero of $D(\lambda), D_{n}\left(\lambda_{0}\right) \approx 0$, and apply $\delta / \delta N(q, k)$ to this finite sum, we find (collecting terms)

$$
\begin{align*}
\frac{1}{h(q)} \frac{\delta \lambda_{0}}{\delta N(q, k)} d\left(\lambda_{0}\right)= & -\lambda_{0} \frac{\delta(q-k)}{h(q)} \sum_{i=0}^{n-1} \lambda_{0}^{i} \mathscr{D}^{(i)} \\
& -\lambda_{0}^{2} \frac{N(k, q)}{h(q)} \sum_{i=0}^{n-2} \lambda_{0}^{i} \mathscr{D}^{(i)}  \tag{12}\\
& -\lambda_{0}^{n} \frac{N_{n-1}(k, q)}{h(q)} 1
\end{align*}
$$

where

$$
\begin{align*}
N_{n}(k, q)= & \int_{0}^{\infty} d s_{1} N\left(k, s_{1}\right) \int_{0}^{\infty} d s_{2} N\left(s_{1}, s_{2}\right) \cdots \\
& \times \int_{0}^{\infty} d s_{n-1} N\left(s_{n-2}, s_{n-1}\right) N\left(s_{n-1}, q\right) \tag{13}
\end{align*}
$$

is the $n$th iterated kernel.
Since the series

$$
\sum_{i=0}^{n} \lambda j^{j} \mathscr{D}^{(i)}
$$

converges to $D\left(\lambda_{0}\right)=0$, by taking enough terms we can make the coefficients of any given $N_{j}(k, q)$ as small as desired. We will show that on the energy shell, $N_{j}$ has no branch cuts in the left-hand $E$ plane in the region

$$
-(j)^{2} \mu^{2} / 8<E<0
$$

Hence the sum of the iterated kernels has only a finite number of branch points located in the region ( $E, 0$ ) for any finite $E<0$. Since the coefficients of each of them may be made vanishingly small by taking enough terms in the expansion of $D\left(\lambda_{0}\right)$, we find that in the limit all the branch cuts in the left-hand $E$ plane are extinguished for the function

$$
\frac{1}{h(q)} \frac{\delta \lambda_{0}}{\delta N(q, k)} d\left(\lambda_{0}\right)=-\lambda_{0}^{2} \frac{D\left(k, q, \lambda_{0}\right)}{h(q)}
$$

Hence if $l$ is such that $\lambda_{0}=1$, we have shown that the residue of

$$
T_{l}\left(E, k, k^{\prime}\right)=D\left(k, k^{\prime}, \lambda_{0}=1\right) / h\left(k^{\prime}\right) D\left(\lambda_{0}=1\right)
$$

has no left-hand cuts on the energy shell.
It remains only to show that the region of analyticity of the successive iterated kernels expands successively to the left. Let

$$
Q(x, y)=Q_{l}\left(\frac{\mu^{2}+x^{2}+y^{2}}{2 x y}\right)
$$

Then from Eq. (13) we have

$$
\begin{aligned}
& \frac{N_{n}\left(k, k^{\prime}\right)}{h\left(k^{\prime}\right)} \\
& \quad=\left(\frac{4 \pi g^{2}}{(2 \pi)^{3}}\right)^{n-1} g^{2} \int_{0}^{\infty} d y_{1} \frac{Q\left(k, y_{1}\right)}{E-y_{1}^{2} / 2 m+i \epsilon} \frac{y_{1}^{2}}{2 k y_{1}} \cdots \int_{0}^{\infty} d y_{n-1} \frac{Q\left(y_{n-1}, y_{n-2}\right)}{E-y_{n-1}^{2} / 2 m+i \epsilon} \frac{y_{n-1}^{2}}{2 y_{n-1} y_{n-2}} Q\left(y_{n-1}, k^{\prime}\right) \\
& \quad \times \frac{k^{\prime 2}}{2 y_{n-1} k^{\prime}} \frac{1}{k^{\prime 2}} .
\end{aligned}
$$

We introduce the following representation for the Legendre functions ${ }^{6}$ :

$$
Q_{l}\left(\frac{\mu^{2}+x^{2}+y^{2}}{2 x y}\right)=\pi\left(x y^{\prime}\right)^{1 / 2} \int_{0}^{\infty} d t e^{-\mu t} J_{l+1 / 2}(x t) J_{l^{+}+1 / 2}(y t)
$$

and hence find

$$
\begin{aligned}
\frac{N_{n}\left(k, k^{\prime}\right)}{h\left(k^{\prime}\right)}= & \frac{(2 m)^{n-1} \pi^{n}}{2^{n}}\left(\frac{4 \pi g^{2}}{(2 \pi)^{3}}\right)^{n-1} g^{2} \int_{0}^{\infty} d t_{1} \int_{0}^{\infty} d t_{n} e^{-\mu\left(t_{1}+t_{2}+\cdots+t_{n}\right)\left(k k^{\prime}\right)^{-1 / 2} J_{l+1 / 2}\left(k t_{1}\right) J_{l+1 / 2}\left(k^{\prime} t_{n}\right)} \\
& \times f\left(t_{1}, t_{2}\right) f\left(t_{2}, t_{3}\right) \cdots f\left(t_{n-1}, t_{n}\right)
\end{aligned}
$$

where ${ }^{7}$

$$
\begin{aligned}
f\left(t_{i}, t_{i+1}\right) & =\lim _{\epsilon \rightarrow \infty} \int_{0}^{\infty} \frac{d y_{i} y_{i} J_{l+1 / 2}\left(y_{i} t_{i}\right) J_{l+1 / 2}\left(y_{i} t_{i+1}\right)}{2 m E-y_{i}^{2}+i \epsilon^{\prime}} \\
& =-\frac{\pi i}{2}\left[\begin{array}{l}
J_{l+1 / 2}\left(t_{i}(2 m E)^{1 / 2}\right) H_{l+1 / 2}^{(1)}\left(t_{i+1}(2 m E)^{1 / 2}\right) \theta\left(t_{i+1}-t_{i}\right) \\
+J_{l+1 / 2}\left(t_{i+1}(2 m E)^{1 / 2}\right) H_{l+1 / 2}^{(1)}\left(t_{i}(2 m E)^{1 / 2}\right) \theta\left(t_{i}-t_{i+1}\right)
\end{array}\right] .
\end{aligned}
$$

Since we want to evaluate the iterated kernel on the energy shell for $E<0$, we set $k=k^{\prime}=(2 m E)^{1 / 2}$ $=i c, c>0$. We can then change all the variables of integration $c t_{i}=s_{i}$ and find

$$
\begin{aligned}
& \frac{N_{n}\left(k, k^{\prime}\right)}{h\left(k^{\prime}\right)} \\
& \quad=\beta \int_{0}^{\infty} d s_{1} \cdots \int_{0}^{\infty} d s_{n} e^{-(\mu / c)\left(s_{1}+s_{2}+\cdots s_{n}\right)} I_{l+1 / 2}\left(s_{1}\right) \\
& \quad \times I_{l+1 / 2}\left(s_{n}\right) \prod_{i=1}^{n-1}\left\{\begin{array}{l}
I_{l+1 / 2}\left(s_{i}\right) K_{l+1 / 2}\left(s_{i+1}\right) \theta\left(s_{i+1}-s_{i}\right) \\
+I_{l+1 / 2}\left(s_{i+1}\right) K_{l+1 / 2}\left(s_{i}\right) \theta\left(s_{i}-s_{i+1}\right)
\end{array}\right\}, \\
& \quad \beta=(-1)^{n-1}\left(\frac{4 \pi g^{2}}{(2 \pi)^{3}}\right)^{n-1} g^{2} e^{\pi i l} \frac{(2 m)^{n-1} \pi^{n}}{2^{n} c^{n+1}} .
\end{aligned}
$$

Clearly, the only role the factor of $\mu / c$ can play is in damping out the integrals for large $s_{i}$. Hence we may substitute into this expression the asymptotic forms

$$
I_{l+1 / 2}(z) \sim e^{z}, K_{l+1 / 2}(z) \sim e^{-z}
$$

By judicious manipulation of the theta functions, all the regions of integration may be made finite except for the outermost say for $s_{1}$. Since in each of the steps of the integration the growing exponential is dominated by the decreasing one, at worst each term contributes as much as

$$
\begin{aligned}
& I_{l+1 / 2}\left(s_{i}\right) K_{l+1 / 2}\left(s_{i+1}\right) \theta\left(s_{i+1}-s_{i}\right) \rightarrow \sim 1, \\
& I_{l+1 / 2}\left(s_{1}\right) I_{l+1 / 2}\left(s_{n}\right) \rightarrow \sim e^{2 s_{1}}, \\
& e^{-(\mu / c) s_{i} \rightarrow e^{-(\mu / c) s_{1}}},
\end{aligned}
$$

after all but one of the integrations are done. Hence the existence of the integral is assured if at least

$$
\int_{0}^{\infty} d s_{1} e^{-(n \mu / c-2) s_{1}}
$$

is finite, i.e., when $n \mu / c-2>0$ or alternatively when

$$
0>E=-c^{2} / 2 m>-n^{2} \mu^{2} / 8 m
$$

Clearly, any finite number of derivatives may be taken with respect to the parameter $\mu / c$ without affecting the existence of the integral (since the exponential factor dominates the powers of $s_{1}$ which appear). Hence the $n$th iterated kernel on the energy shell is analytic on the negative real axis for $0>E>-n^{2} \mu^{2} / 8 m$.
This argument can be extended to show that the iterated kernel is analytic for $0>R e E>-n^{2} \mu^{2} /$ $8 m$ (a strip in the left-hand $E$ plane).
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## 1. INTRODUCTION

A finite segment of an infinite chain of coupled oscillators can be treated as a model of a system interacting with a heat bath. One of the most easily treated models of a thermodynamic system is one composed of weakly interacting individual elements, with the system interacting weakly with the heat bath. The usual chain of alternate springs and masses is inconvenient as such a model because we are unable to speak of individual-oscillator energies, but must instead assign energies to masses and to springs, or else to normal modes.

A model more compatible with the thermodynamic idea of a system of weakly interacting particles, each with nearly its own energy, interacting through its boundaries with a weakly coupled heat bath may be formed as follows: Each mass $m$ is strongly bound to its home position by a harmonic spring of constant $K$. The oscillators thus formed are set in a linear array, and the nearest neighbors are weakly coupled with harmonic springs of constant $k$. We consider an infinite linear chain of these weakly coupled, harmonically bound oscillators, with a finite segment of $N$ oscillators regarded as
the system, and the rest of the chain as the heat bath.
The Hamiltonian of the system is

$$
\begin{equation*}
H=\sum_{n=-\infty}^{\infty}\left(\frac{p_{n}^{2}}{2 m}+\frac{K}{2} x_{n}^{2}+\frac{k}{2}\left(x_{n+1}-x_{n}\right)^{2}\right) \tag{1}
\end{equation*}
$$

and the solutions to the equations of motion have already been reported ${ }^{1-3}$ to be
$x_{n}(t)=\sum_{r=-\infty}^{\infty}\left[x_{n+r}(0) f_{r}(t)+P_{n+r}(0) g_{r}(t) / m \Omega\right]$
and

$$
\begin{equation*}
p_{n}(t)=m \dot{x}_{n}(t) \tag{2b}
\end{equation*}
$$

where these "bound-oscillator functions" are given by

$$
\begin{align*}
& f_{r}(t)=\pi^{-1} \int_{0}^{\pi} d \psi \cos n \psi \cos \left[\Omega t(1-2 \gamma \cos \psi)^{V^{\prime 2}}\right]  \tag{3}\\
& \quad g_{r}(t) / \Omega=\int_{0}^{t} f_{r}\left(t^{\prime}\right) d t^{\prime}  \tag{4}\\
& \quad \Omega^{2}=(K+2 k) / m  \tag{5}\\
& \text { and } \quad \omega^{2}=k / m  \tag{6}\\
& \quad \gamma=(\omega / \Omega)^{2}=k /(K+2 k)
\end{align*}
$$

In the weak-coupling limit, with $\gamma \ll 1$, we have used the approximate solutions ${ }^{1-3}$

$$
\begin{equation*}
f_{r}(t) \approx J_{r}(\gamma \Omega t) \cos (\Omega t-r \pi / 2) \tag{8a}
\end{equation*}
$$

and

$$
\begin{equation*}
g_{r}(t) \approx J_{r}(\gamma \Omega t) \sin (\Omega t-r \pi / 2) \tag{8b}
\end{equation*}
$$

with $J_{r}$ the ordinary Bessel function.
Statistical mechanics is introduced via our assumed knowledge of the initial conditions appearing in Eqs. (2). As already shown, ${ }^{2}$ we can define an entropy

$$
\begin{equation*}
S_{N}(t)=-k_{B} \int \rho_{N} \ln \left(h^{N} \rho_{N}\right) \prod_{i=1}^{N} d x_{i} d p_{i} \tag{9}
\end{equation*}
$$

where $k_{B}=$ Boltmann's constant, $\rho_{N}(t)$ is the reduced Liouville function, or probability density in the $2 N$-dimensional system-variable space, and $h$ is a constant with the units of action, introduced for dimensional purposes but evidently equal to Plank's constant in a quantum-mechanical treatment of the problem. We have been able to write $\rho_{N}(t)$ as

$$
\begin{equation*}
\rho_{N}(t)=(2 \pi)^{-N}(\operatorname{det} W)^{-1 / 2} \exp \left[-\tilde{X}^{\prime} W^{-1} X^{\prime} / 2\right] \tag{10}
\end{equation*}
$$

where $X^{\prime}$ is a $2 N$-component column vector, the transpose of which is $\widetilde{X}^{\prime}=\left(x_{1}^{\prime} x_{2}^{\prime} \cdots x_{N}^{\prime} p_{1}^{\prime} \cdots p_{N}^{\prime}\right)$, with $x_{n}^{\prime}=x_{n}^{\prime}(t)=x_{n}(t)-\left\langle x_{n}(t)\right\rangle$, etc., and the covariance matrix $W$ is given by

$$
W=\left(\begin{array}{cc}
M & G  \tag{11}\\
\tilde{G} & Q
\end{array}\right)
$$

where $M=\left(M_{i j}\right)$, etc., and

$$
\begin{align*}
M_{i j} & =\left\langle x_{i}^{\prime}(t) x_{j}^{\prime}(t)\right\rangle  \tag{12a}\\
Q_{i j} & =\left\langle p_{i}^{\prime}(t) p_{j}^{\prime}(t)\right\rangle \tag{12b}
\end{align*}
$$

and

$$
\begin{equation*}
G_{i j}=\left\langle x_{i}^{\prime}(t) p_{j}^{\prime}(t)\right\rangle \tag{12c}
\end{equation*}
$$

When $\rho_{N}$ from Eq. (10) is used in Eq. (9), we obtain the simple expression for the entropy

$$
\begin{equation*}
S_{N}(t)=N k_{B}+k_{B} \ln \left[\hbar^{-N}(\operatorname{det} W)^{1 / 2}\right] \tag{13}
\end{equation*}
$$

where $\hbar=h / 2 \pi$. Thus the entropy is given entirely by the covariance matrix, the elements of which can be calculated directly from the initial probability density of the entire chain, by use of Eqs. (2). We have, for example,

$$
\begin{equation*}
\left\langle x_{i}(t)\right\rangle=\int \rho_{0} x_{i}(t) \prod_{n=-\infty}^{\infty} d x_{n}(0) d p_{n}(0) \tag{14}
\end{equation*}
$$

where Eq. (2a) is used for $x_{i}(t)$, and $\rho_{0}$ is the initial probability density, or Liouville function, for the entire chain. Then, since $x_{i}^{\prime}(t)=x_{i}(t)-$ $\left\langle x_{i}(t)\right\rangle$, we can write

$$
\begin{equation*}
M_{i j}=\int \rho_{0} x_{i}^{\prime}(t) x_{j}^{\prime}(t) \prod_{n=-\infty}^{\infty} d x_{n}(0) d p_{n}(0) \tag{15}
\end{equation*}
$$

and similarly for the other matrix elements of $W$.
We may know the initial values of the system variables as accurately as measuring techniques permit, but typically the heat-bath initial conditions are much less well known. As the system evolves, our knowledge of its variables deteriorates, not because the dynamical calculations are imprecise, but because the values of the variables become increasingly determined by heat-bath initial conditions. Our statistical description of the system, $\rho_{N}(t)$ of Eq. (10), evolves to a timeindependent one that can only be described as equilibrium. As we have already shown, ${ }^{1-3}$ energy is equipartitioned, entropy evolves to its correct classical value, and the behavior of the system is generally in accord with expectations.
In this paper we treat the problem exactly, using the functions defined by Eqs. (3) and (4), rather than the weak-coupling approximations of Eqs. (8). In Sec. 2 we develop the necessary mathematical properties of the exact function, in Sec. 3 we treat the evolution of the system to equilibrium with a canonical initial distribution of heat-bath variables, and in Sec. 4 we treat a similar problem with a noncanonical initial heat bath.

## 2. MATHEMATICAL PROPERTIES

The function of Eq. (3) is rewritten as

$$
\begin{align*}
f_{n}(z, \gamma) & =f_{n} \\
\quad= & \pi^{-1} \int_{0}^{\pi} d \theta \cos n \theta \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] \\
& =(2 \pi)^{-1} \int_{-\pi}^{\pi} d \theta \exp (\operatorname{in} \theta) \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] \tag{16}
\end{align*}
$$

where we have used $z$ in place of $\Omega t$ and $0<\gamma<\frac{1}{2}$.

In the development of mathematical properties of these functions, reference will frequently be made to convenient standard sources of material on transcendental functions.4,5 In this way, for example (Ref. 5, Eq. 10.1.40, with $t=z_{\gamma} \cos \theta$ ), we obtain the result

$$
\begin{align*}
& \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] \\
& \quad=z \sum_{n=0}^{\infty}\left[(\gamma z \cos \theta)^{n / n!] j_{n-1}(z)}\right. \tag{17}
\end{align*}
$$

where $j_{n}(z)=(\pi / 2 z)^{1 / 2} J_{n+1 / 2}(z)$ is the spherical Bessel function of the first kind. The use of Eq. (17) and the identity

$$
\begin{equation*}
\cos ^{n} \theta \cos r \theta=2^{-n} \sum_{k=0}^{n}\binom{n}{k} \cos (r+n-2 k) \theta \tag{18}
\end{equation*}
$$

in Eq. (16) leads to the expression

$$
\begin{equation*}
f_{r}(z, \gamma)=z \sum_{k=0}^{\infty} \frac{\left(\frac{1}{2} \gamma z\right)^{r+2 k}}{k!(\gamma+k)!} j_{r+2 k-1}(z) \tag{19}
\end{equation*}
$$

Equation (8a) may be obtained, for $\gamma \ll 1$, by expanding the square root in Eq. (16) and carrying out the resultant integration, or for large $z$, by using the first term of the asymptotic expansion of $j_{n}(z)$ (Ref. 4, Eq. 9. 451; Ref. 5, Eq. 10.1.8, which is
exact, or Eq. 9.2.1, or 9.2.5, which is equivalent to 10.1.8).

The Fourier inverse of Eq. (16) is

$$
\begin{align*}
\cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] & =\sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) \exp (-\operatorname{in} \theta) \\
& =f_{0}+2 \sum_{n=1}^{\infty} f_{n}(z, \gamma) \cos n \theta \tag{20}
\end{align*}
$$

since $f_{n}=f_{-n}$. A power series expression, obtained from Eq. (19) and the expansion of the $j$ 's, is
$f_{r}(z, \gamma)=\sqrt{\pi} \sum_{k, n=0}^{\infty} \frac{(-)^{n} \gamma^{2 k^{+} r}\left(\frac{1}{2} z\right)^{2 r+2 n+4 k}}{k!n!(r+k)!\Gamma\left(r+n+2 k+\frac{1}{2}\right.}$.
From either Eq. (19) or Eq. (21), we obtain the recursion relations, with $f^{\prime}=d f / d z$;

$$
\begin{equation*}
f_{r}^{\prime}=f_{r} / z+(\gamma z / 2 r)\left(f_{r-1}-f_{r+1}\right) \tag{22}
\end{equation*}
$$

and

$$
\begin{equation*}
f_{r}^{\prime \prime}=-f_{r}+\gamma\left(f_{r-1}+f_{r+1}\right), \tag{23}
\end{equation*}
$$

where Eq. (23) is equivalent to the equation of motion of the $r$ th oscillator. Elimination of all terms except those in $f_{r}$ from the recursion relations yields the fourth-order differential equation

$$
\begin{equation*}
\left\{\left[\left(z f_{r}^{\prime}\right)^{\prime}+\left(2 z^{2}-4 r^{2}\right)\left(f_{r} / z\right)\right]^{\prime} / z\right\}^{\prime}+\left(1-4 \gamma^{2}\right) f_{r}=0 \tag{24}
\end{equation*}
$$

For each $r$, four independent solutions should exist. These are (i) $f_{r}(z, \tau)$, as defined by Eq. (16); (ii) the functions obtained by replacing $\cos \left[z(1-2 \gamma \cos \phi)^{1 / 2}\right]$ in Eq. (16) by $\sin [z(1-2 \gamma$ $\left.\cos \phi)^{1 / 2}\right]$; (iii) those obtained by replacing $\cos r \phi$ by $\sin r \phi$; and (iv) those obtained by making both
of these substitutions. Other related functions can be obtained by changing $\gamma$ to $-\gamma, \cos \phi$ to $\sin \phi$, and combining these changes with the other variations. Only the set numbered (i-iv) obey the recursion relations, Eqs. (22) and (23), and satisfy Eq. (24). Of these functions, $f_{r}(z, \gamma)$ alone is even in $z$ and $r$; the functions (ii) are odd in $z$, functions (iii) are odd in $r$, and functions (iv) are odd in both.

The Laplace transform of Eq. (16) is

$$
\begin{align*}
\bar{f}_{r}(p, \gamma) & =\int_{0}^{\infty} e^{-p z} f_{n}(z, \gamma) d z \\
& =\frac{p\left[\left(p^{2}+b^{2}\right)^{1 / 2}-\left(p^{2}+a^{2}\right)^{1 / 2}\right]^{2 r}}{\left[\left(p^{2}+a^{2}\right)\left(p^{2}+b^{2}\right)\right]^{1 / 2}(4 \gamma)^{r}} \tag{25}
\end{align*}
$$

where $a=(1-2 \gamma)^{1 / 2}$ and $b=(1+2 \gamma)^{1 / 2}$. This result is obtained most easily by first integrating with respect to $z$, and then using Ref. 4, No. 3.613-1 in slightly modified form. From Eq. (25) and a well-known theorem on Laplace transforms, we obtain

$$
\begin{equation*}
\lim _{z \rightarrow \infty} f_{r}(z, \gamma)=\lim _{p \rightarrow 0} \overline{f_{r}}(p, \gamma)=0 \tag{26}
\end{equation*}
$$

for all $\gamma \leq \frac{1}{2}$. The function $g_{r}(z, \gamma)$, from Eq. (4), is

$$
\begin{equation*}
g_{r}(z, \gamma)=\int_{0}^{z} f_{r}\left(z^{\prime}, \gamma\right) d z^{\prime} \tag{27}
\end{equation*}
$$

its Laplace transform is $\bar{g}_{r}(p, \gamma)=\bar{f}_{r}(p, \gamma) / p$, from which we find

$$
\begin{equation*}
\lim _{z \rightarrow \infty} g_{r}(z, \gamma)=\lim _{p \rightarrow 0} p \bar{g}_{r}(p, \gamma)=0, \quad \gamma<\frac{1}{2} \tag{28}
\end{equation*}
$$

But when $\gamma=\frac{1}{2}$, the same technique yields

$$
\begin{equation*}
\lim _{z \rightarrow \infty} g_{r}\left(z, \frac{1}{2}\right)=1 / \sqrt{2} \tag{29}
\end{equation*}
$$

a result that is to be expected from the behavior of $f_{\gamma}\left(z, \frac{1}{2}\right)$. As may be seen from Eq. (16) or Eq. $(25), f_{r}\left(z, \frac{1}{2}\right)=J_{2 r}(z \sqrt{2})$, from which it follows immediately that $g_{r}\left(z, \frac{1}{2}\right) \rightarrow 1 / \sqrt{2}$ as $z \rightarrow \infty$. It is evident, both physically and mathematically, that the system with $\gamma<\frac{1}{2}$ (i.e., $K \neq 0$ ) is intrinsically different from the simple chain with $\gamma=\frac{1}{2}$ or $K=0$. Since the simple chain has been treated in detail by us elsewhere, ${ }^{2,6}$ we shall assume in this paper that the inequality $\gamma<\frac{1}{2}$ is strictly valid.
The inverse Laplace transform, which may be used to obtain an asymptotic expression for $f_{r}(z, \gamma)$, is given by

$$
\begin{equation*}
f_{r}(z, \gamma)=\frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} d p e^{z p} \bar{f}_{r}(p, \gamma) \tag{30}
\end{equation*}
$$

where the path of integration is to the right of all singularities of $\overline{f_{r}}(p, \gamma)$. Since these singularities are all square roots, at $p= \pm i a, \pm i b$, the contour can be shifted infinitely far to the left except for the path around the four branch cuts, which extend infinitely to the left of the imaginary $p$ axis, paral-
lel to the real $p$ axis, starting at the singular points. The only contributions to the integral of Eq. (30) come from the sections of path along the branch cuts. For large $z$, the only significant parts of the path correspond to $\operatorname{Re} p \approx 0$. Therefore the small-Re $p$ expansion of the integrand along each of the branch cuts leads to an asymptotic expression for $f_{r}(z, \gamma)$, as

$$
\begin{align*}
f_{r}(z, \gamma) \sim & (2 \pi \gamma z)^{-1 / 2}\left[(-) r \sqrt{b} \cos \left(b z-\frac{1}{4} \pi\right)\right. \\
& \left.+\sqrt{a} \cos \left(a z+\frac{1}{4} \pi\right)\right] \tag{31}
\end{align*}
$$

where $a=(1-2 \gamma)^{1 / 2}$ and $b=(1+2 \gamma)^{1 / 2}$. The asymptotic expression (31) is somewhat more accurate than that of Eq. (8a), although for small $\gamma$ the expressions are essentially in agreement. The principal fault with Eq. (8a) lies in its failure to represent the phase accurately for large $z$, and not in its amplitude behavior. A recent paper by Agarwal ${ }^{7}$ treats the small $-\gamma$ approximation quantum mechanically.
In Sec. 3, we shall need certain infinite sums of products of the functions $f_{r}$ and $g_{r}$; these will be calculated here. The first of these is given by

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) f_{n+m}\left(z^{\prime}, \gamma\right) \\
& \quad=(2 \pi)^{-2} \int_{-\pi}^{\pi} d \theta \int_{-\pi}^{\pi} d \phi \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] \\
& \quad \times \cos \left[z^{\prime}(1-2 \gamma \cos \phi)^{1 / 2}\right] \exp (i m \phi) \\
& \quad \times \sum_{n=-\infty}^{\infty} \exp [i n(\theta+\phi)] \tag{32}
\end{align*}
$$

We simplify Eq. (32) by the use of the equivalence

$$
\begin{equation*}
\sum_{n=-\infty}^{\infty} \exp (i n x)=2 \pi \delta(x) \tag{33}
\end{equation*}
$$

to obtain

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) f_{n+m}\left(z^{\prime}, \gamma\right)=(2 \pi)^{-1} \int_{-\pi}^{\pi} d \phi \exp (i m \phi) \\
& \times \cos \left[z(1-2 \gamma \cos \phi)^{1 / 2}\right] \cos \left[z^{\prime}(1-2 \gamma \cos \phi)^{1 / 2}\right] \tag{34}
\end{align*}
$$

which may be rewritten by the use of trigonometric identities as

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) f_{n^{+} m}\left(z^{\prime}, \gamma\right) \\
& \quad=\frac{1}{2}\left[f_{m}\left(z+z^{\prime}, \gamma\right)+f_{m}\left(z-z^{\prime}, \gamma\right)\right] \tag{35}
\end{align*}
$$

Similarly, we can show that

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) d f_{n+m}(z, \gamma) / d z=\frac{1}{4} d f_{m}(2 z, \gamma) / d z  \tag{36}\\
& \sum_{n=-\infty}^{\infty} f_{n}(z, \gamma) g_{n+m}(z, \gamma)=\frac{1}{2} g_{m}(2 z, \gamma) \tag{37}
\end{align*}
$$

and

$$
\begin{align*}
& \sum_{n=-\infty}^{\infty} \boldsymbol{g}_{n}(z, \gamma) g_{n+m}(z, \gamma) \\
& \quad=\left[(\eta / \gamma)^{|m|} / 2(-1-2 \eta)\right]-F_{m}(2 z, \gamma) \tag{38}
\end{align*}
$$

where $\gamma^{2}=\eta(1-\eta), 0<\eta<\frac{1}{2}$, and $F_{m}$ is defined as

$$
\begin{align*}
F_{m}(z, \gamma)=(2 \pi)^{-1} \int_{0}^{\pi} & \frac{d \theta \cos m \theta}{1-2 \gamma \cos \theta} \\
& \times \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right] \tag{39}
\end{align*}
$$

For present purposes, the function $F_{m}(z, \gamma)$ is needed only for $z \rightarrow \infty$, at which limit ${ }_{F}^{m}(z, \gamma) \rightarrow 0$, and at $z=0$, for which we have

$$
\begin{equation*}
F_{m}(0, \gamma)=\frac{(n / \gamma)|m|}{2(1-2 \eta)} \tag{40}
\end{equation*}
$$

Another type of useful sum is, for $|x|<1$,

$$
\begin{equation*}
\sum_{n=1}^{\infty} x^{n} f_{n^{+} m}(z, \gamma)=\left(\frac{x}{2 \pi}\right) \int_{-\pi}^{\pi} \frac{d \theta \exp (i m \theta) \cos \left[z(1-2 \gamma \cos \theta)^{1 / 2}\right][\exp (i \theta)-x]}{1-2 x \cos \theta+x^{2}} \tag{41}
\end{equation*}
$$

which, for $x=\gamma /(1-\eta)$, can be written as
$\sum_{n=1}^{\infty}\left(\frac{\gamma}{1-\eta}\right){ }^{n} f_{n+m}(z, \gamma)=2 \gamma F_{m+1}(z, \gamma)-2 \eta F_{m}(z, \gamma)$.
Other similar or more complicated sums can be developed directly from the definitions of the functions involved by the techniques already shown. Some of these are available, upon request, as long as the supply lasts. 8

## 3. EQUILIBRATION WITH CANONICAL INITIAL CONDITIONS

The entropy of Eq. (13) is obtained from the covariance matrix $W$ of Eq. (11) by the use of Eq. (15)
and its counterparts. Since our original treatment of the problem ${ }^{2,3}$ with non-zero-centered initial distributions of the system variables has shown that only the variances of these variables enter the calculation of $W$, we simplify the notational difficulties in this paper by choosing zero-centered probability densities, both for system variables and for the heat bath. In this section, our choice of the initial probability density for the heat-bath variables is a slight generalization of the canonical one, in that we allow for different kinetic and potential temperatures, in the sense that the kinetic and potential energies of the heat bath are given different Boltzmann factors. We write for $\rho(\{x\}$, $\{p\}, t)$ at $t=0$

$$
\begin{array}{r}
\rho_{0}(\{x\},\{p\})=\prod_{n=1}^{N} \frac{\exp \left(-x_{n}^{2} / 2 \alpha^{2}\right)}{\alpha(2 \pi)^{1 / 2}} \prod_{n=1}^{N} \frac{\exp \left(-p_{n}^{2} / 2 \delta^{2}\right)}{\delta(2 \pi)^{1 / 2}} \Pi^{\prime} \frac{\exp \left(-p_{n}^{2} / 2 \zeta^{2}\right)}{\zeta(2 \pi)^{1 / 2}} \\
\times \Pi^{\prime} \frac{\exp \left[-\left(m \beta \Omega^{2} / 2\right)\left\{x_{n}^{2}(1-2 \gamma)+\gamma\left(x_{n+\nu}-x_{n}\right)^{2}\right\}\right]}{A_{n}} \tag{43}
\end{array}
$$

where $\Pi^{\prime}$ ' denotes the product over all except the variables numbered $1-N, \nu$ in the last factor is +1 for $n>N,-1$ for $n<1$, and the normalization denominator $A_{n}$ is given by

$$
\begin{equation*}
A_{N^{+}}=A_{1-r}=\left(2 \pi / m \beta \Omega^{2} a_{r}\right)^{1 / 2}, r>0 \tag{44}
\end{equation*}
$$

where

$$
\begin{equation*}
a_{1}=1-\gamma \tag{45}
\end{equation*}
$$

and the higher $a_{\gamma}{ }^{\prime} \mathrm{s}$ are given by the continued fraction

$$
\begin{equation*}
a_{r+1}=1-\gamma^{2} a_{r}^{-1} \tag{46}
\end{equation*}
$$

In all integrations involving the last factor of Eq. (43), we have started with the $x$ coordinate just outside the system ( $x_{0}$ or $x_{N+1}$ ) and proceeded, through successive coordinates, away from the system variables. By the use of standard definite integrals, we establish the result, for $r>0$ and $s \geq 0$, that
$\left\langle x_{N^{+} r}(0) x_{N^{+} r^{+} s}(0)\right\rangle=\left(\gamma m \beta \Omega^{2}\right)^{-1} \prod_{n=r}^{r+s} \frac{\gamma}{a_{n}} \boldsymbol{Q}_{r^{+} s}$,
where $Q_{r}$ is a series, resulting from successive integrations, defined by

$$
\begin{align*}
Q_{r}= & 1+\left(\gamma^{2} / a_{r} a_{r+1}\right)+\left(\gamma^{4} / a_{r} a_{r+1}^{2} a_{r+2}\right) \\
& +\left(\gamma^{6} / a_{r} a_{r+1}^{2} a_{r+2}^{2} a_{r+3}\right)+\cdots \tag{48}
\end{align*}
$$

which satisfies the recursion relation

$$
\begin{equation*}
Q_{r}=1+\left(\gamma^{2} / a_{r} a_{r+1}\right) Q_{r+1} \tag{49}
\end{equation*}
$$

An identical result is found for $\left\langle x_{1-r}(0) x_{1-r-s}(0)\right\rangle$, $r>0, s \geq 0$.
Although the potential energy of an oscillator is somewhat ambiguous for these coupled systems, we write the total potential energy of the heat bath (say $r>N$ ) as

$$
\begin{align*}
\mathrm{PE}= & \frac{K}{2} \sum_{r=N^{+}}^{\infty} x_{r}^{2}+\frac{K}{2} \sum_{r=n}^{\infty}\left(x_{r+1}-x_{r}\right)^{2} \\
= & \left(\frac{1}{2} m \Omega^{2}\right)\left[(1-\gamma) x_{N+1}^{2}-2 \gamma x_{N^{+} 1} x_{N^{+} 2}\right. \\
& \left.+x_{N^{+} 2}^{2}-2 \gamma x_{N^{+} 2} x_{N^{+3}}+\cdots\right] \tag{50}
\end{align*}
$$

from this expression, we define the expectation value of the initial potential energy of the $r$ th oscillator, $r>N+1$, as

$$
\begin{align*}
& \left\langle\mathrm{PE}_{r}\right\rangle_{0} \\
& \quad=\left(m \Omega^{2} / 2\right)\left[\left\langle x_{r}^{2}\right\rangle_{0}-\gamma\left(\left\langle x_{r-1} x_{r}\right\rangle_{0}+\left\langle x_{r} x_{r+1}\right\rangle_{0}\right)\right] \tag{51}
\end{align*}
$$

By use of Eq. (47) and the recursion relations,
Eqs. (46) and (49), we directly obtain the result

$$
\begin{equation*}
\left\langle\mathrm{PE}_{r}\right\rangle_{0}=\frac{1}{2} \beta \tag{52}
\end{equation*}
$$

as should be expected.
Also from Eq. (46) we derive an explicit expression for $a_{r}$ as
$a_{r}=\frac{\gamma\left[\eta^{r}-(1-\eta)^{r}\right]-\left[\eta^{r+1}-(1-\eta)^{r+1}\right]}{\gamma\left[\eta^{r-1}-(1-\eta)^{r-1}\right]-\left[\eta^{r}-(1-\eta)^{r}\right]}$,
where $\eta$ appears in Eq. (38). Similarly, from Eq. (49) we obtain

$$
\begin{equation*}
Q_{r}=\left[\gamma^{2} /\left(a_{r}-a_{r+1}\right)\right]\left[a_{\infty}^{-1}-a_{r-1}^{-1}\right] \tag{54}
\end{equation*}
$$

where $a_{\infty}=\lim _{r \rightarrow \infty} a_{r}=1-\eta$.
By combining Eqs. (47), (53), and (54) we obtain after some manipulation a closed form for expression (47)

$$
\begin{align*}
& \left\langle x_{N+r}(0) x_{N+r+s}(0)\right\rangle \\
& \quad \frac{=\gamma^{s}(1-\eta)^{-s}\left[U+\eta^{r-1}(1-\eta)^{1-r}\right]}{\beta m \Omega^{2} U(1-2 \eta)}, \tag{55}
\end{align*}
$$

where $U=(1-\gamma-\eta) /(\gamma-\eta)$. Correlation functions and expectation values other than this one can be found at $t=0$ by inspection from Eq. (43).

We can now use Eq. (2) to find the covariance matrix at a later time. Using the evident consequence of Eq. (43) that $\left\langle x_{m}(0) p_{m}(0)\right\rangle=0$, we find

$$
\begin{align*}
\left\langle x_{n}(t)\right. & \left.x_{n+m}(t)\right\rangle \\
= & \sum_{k, r}\left\langle x_{k}(0) x_{r}(0)\right\rangle f_{n-k}(t) f_{n^{+} m-r}(t) \\
& +\sum_{k, r}\left\langle p_{k}(0) p_{r}(0)\right\rangle g_{n-k}(t) g_{n+m-r}(t) / m^{2} \Omega^{2} \tag{56}
\end{align*}
$$

By a complicated though elementary series of computations this can be expressed in a more readily manipulated form. ${ }^{8}$ The result is of specialized interest only and is not written out here.

The limiting case of large times is fairly simple, however,

$$
\begin{align*}
\left\langle x_{n}(t) x_{n+r}(t)\right\rangle_{\infty}= & \frac{\zeta^{2}}{m^{2} \Omega^{2}}\left(\frac{1}{2(1-2 \eta)}\left(\frac{\eta}{\gamma}\right)^{r}\right) \\
& +\frac{1}{2 \beta m \Omega^{2}(1-2 \eta)}\left(\frac{\gamma}{1-\eta}\right)^{r} \tag{57}
\end{align*}
$$

Similarly,

$$
\begin{align*}
& \left\langle x_{n}(t) p_{m}(t)\right\rangle_{\infty}=0,  \tag{58}\\
& \left\langle\phi_{n}(t) p_{n+r}(t)\right\rangle_{\infty}=\delta_{r, 0}\left[\zeta^{2}+(m / \beta)\right] / 2 . \tag{59}
\end{align*}
$$

The average potential energy and average kinetic energy are readily found and satisfy equipartition with a temperature given by

$$
\begin{equation*}
k_{B} T=\left(\zeta^{2} / 2 m\right)+1 / 2 \beta . \tag{60}
\end{equation*}
$$

The entropy of the $N$-particle system can be computed from Eq. (13). As a function of time the entropy approaches its equilibrium value, but it also exhibits oscillations. ${ }^{9}$ These oscillations occur because the heat bath is affected by the system for a finite time and this in turn alters the way that the heat bath affects the system.

As $t \rightarrow \infty$, the entropy $S_{N}$ approaches a simple expression. We find by a straightforward calculation that

$$
\begin{align*}
S_{N}(\infty)= & N k_{B}+N k_{B} \ln \left[k_{B} T / \hbar \Omega(1-\eta)^{1 / 2}\right] \\
& +\left(k_{B} / 2\right) \ln (1-\eta) /(1-2 \eta) . \tag{61}
\end{align*}
$$

For large $N$, this approximately satisfies $S_{N}=$ $N S_{1}$, and if $\gamma=0$ (uncoupled oscillators), this property is exact.

## 4. EQUILIBRATION WITH NONCANONICAL INITIAL CONDITIONS

Instead of starting from a set of initial conditions as in Eq. (43), where the masses and springs of the heat bath are assigned definite temperatures, we shall now assume an initial distribution that eliminates the awkward cross terms in the final exponent of that equation. We write

$$
\begin{align*}
\rho_{0}(\{x\},\{p\}) & =\prod_{n=1}^{N} \frac{\exp \left(-x_{n}^{2} / 2 \alpha^{2}\right)}{\alpha(2 \pi)^{1 / 2}} \prod_{n=1}^{N} \frac{\exp \left(-p_{n}^{2} / 2 \delta^{2}\right)}{\delta(2 \pi)^{1 / 2}} \\
& \times \Pi^{\prime} \frac{\exp \left(-p_{n}^{2} / 2 \zeta^{2}\right)}{\zeta(2 \pi)^{1 / 2}} \Pi^{\prime} \frac{\exp \left(-x_{n} / 2 \epsilon^{2}\right)}{\epsilon(2 \pi)^{1 / 2}} \tag{62}
\end{align*}
$$

The factors for the heat bath no longer have the form $\exp (-\beta H)$, and they are now sufficiently simple that all of the initial conditions for the covariance matrix can be read off easily.
When these are time-developed we obtain, for example,

$$
\begin{align*}
&\left\langle x_{n}(t) x_{n^{+} r}(t)\right\rangle \\
&=\left(\alpha^{2}-\epsilon^{2}\right) \sum_{k=1}^{N} f_{n-k} f_{n+r-k}+\epsilon^{2} \sum_{-\infty}^{\infty} f_{n-k} f_{n+r-k} \\
&+\left(\delta^{2}-\zeta^{2}\right) \sum_{k=1}^{N} g_{n-k} g_{n+r-k} / m^{2} \Omega^{2} \\
&+\zeta^{2} \sum_{-\infty}^{\infty} g_{n-k} g_{n+r-k} / m^{2} \Omega^{2} . \tag{63}
\end{align*}
$$

The infinite sums in this expression have been calculated in Eqs. (35) and (38).
In the limit as $t \rightarrow \infty$, the finite sums vanish and the rest leaves us with
$\left\langle x_{n}(t) x_{n+r}(t)\right\rangle_{\infty}=\frac{\epsilon^{2}}{2} \delta_{r, 0}+\frac{\zeta^{2}}{2 m^{2} \Omega^{2}(1-2 \eta)}\left(\frac{\eta}{\gamma}\right)^{r}$.
A similar calculation, using the second derivative of Eq. (35) with respect to $z$ and $z^{\prime}$ (at $z=z^{\prime}$ ), together with Eq. (23) yields

$$
\begin{align*}
\left\langle p_{n}(t) p_{n+r}(t)\right\rangle_{\infty}= & \frac{1}{2}\left(m^{2} \Omega^{2} \epsilon^{2}+\zeta^{2}\right) \delta_{r, 0} \\
& -\frac{1}{2} \gamma m^{2} \Omega^{2} \epsilon^{2}\left(\delta_{r, 1}+\delta_{r,-}\right) \tag{65}
\end{align*}
$$

Again, using Eqs. (36) and (37) we find for $t \rightarrow \infty$,

$$
\begin{equation*}
\left\langle x_{n}(t) p_{n+m}(t)\right\rangle_{\infty}=0 \tag{66}
\end{equation*}
$$

As in previous calculations using a noncanonical distribution ${ }^{2,3,6}$, we see a nearest-neighbor correlation in momentum.
The expression for the entropy of the $N$-particle system Eq. (13) does not yield a simple expression in this case. We can however find an approximate result for the case of weak coupling ( $\gamma \ll 1$ ). With

$$
\begin{equation*}
k_{B} T=\frac{1}{2}\left(\zeta^{2} / m\right)+\frac{1}{2}\left(m \Omega^{2} \epsilon^{2}\right) \tag{67}
\end{equation*}
$$

we have

$$
\begin{equation*}
S_{N} \approx N k_{B}+N k_{B} \ln \left(k_{B} T / \hbar \Omega\right) \tag{68}
\end{equation*}
$$

For definite, small values of $N$, the entropy has been calculated as a function of time ${ }^{9}$ with the result that $S_{N}(t)$ has the expected increasing tendency with damped oscillations superimposed. The oscillations are less important as $N$ is increased.

## 5. CONCLUSION

The harmonically bound chain of coupled oscillators is of interest principally as model of a system of weakly interacting particles approaching equilibrium. Even in the case when coupling is not weak, however, the approach of a finite segment of the infinite chain to equilibrium can be treated exactly, with results that agree in most cases with our expectations. Potential and kinetic energies are exactly equipartitioned, when the in-finite-time analog of Eq. (51) is used for the potential energy, even when the initial description of the heat bath is not canonical.
Residual nearest-neighbor momentum correlations are found, as in Eq. (65), when the initial description of the heat bath is not canonical, and nonextensive terms appear in the equilibrium entropy. Both of these phenomena have been discussed, especially in Ref. 6, and the discussion need not be repeated here.

The quantum-mechanical treatment of Agarwal ${ }^{7}$ can be transcribed with little change when the exact functions of Eqs. (3) and (4) are used instead of the approximations of Eqs. (8).
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# Excited State Reduced Coulomb Green's Function and $f$-Dimensional Coulomb Green's Function in Momentum Space 

Levere Hostler<br>Physics Department, Wilkes College, Wilkes-Barre, Pennsylvania 18703<br>(Received 14 May 1971)

An integral representation for the $f$-dimensional nonrelativistic Coulomb Green's function in momentum space and an expansion of this function in a series of Gegenbauer polynomials are obtained. It is shown that the momentum space representatives of the $f$-dimensional Coulomb Green's function and the related reduced Green's functions can be obtained by differentiation with respect to the momentum transfer of the corresponding functions in the one-dimensional ( $f$ odd) or two-dimensional ( $f$ even) case. Expressions in closed form are then obtained for the momentum space representatives in the one-dimensional case of the full Coulomb Green's function and of the general $n$th excited state reduced Coulomb Green's function.

## 1. INTRODUCTION

Previous work ${ }^{1,2}$ on the $f$-dimensional nonrelativistic Coulomb Green's function and related functions has been concerned with their coordinate space representatives. Momentum space representatives were treated in the three-dimensional case ${ }^{3,4}$ and only for the full Green's function. ${ }^{5}$ We will here investigate the momentum space representatives of the Coulomb Green's function and related structures in the general $f$-dimensional case.

We begin by indicating briefly the derivation of an integral representation [Eq. (8)] of the full $f$ dimensional Coulomb Green's function in momentum space, along the lines of the previous work of Hostler. ${ }^{4}$ By the use of this new integral representation we show that a relation derived earlier, ${ }^{6}$ connecting the coordinate space Coulomb Green's functions and reduced Green's functions in spaces of different dimensionality, has a momentum space counterpart [Eq. (10)] in which differentiation with respect to the momentum transfer raises the dimensionality of the momentum space structure from $f$ to $f+2$.

The integral representation Eq. (8) is converted into an expansion of the $f$-dimensional momentum space Coulomb Green's function in a series of Gegenbauer polynomials ( $f=2,3,4, \ldots$ ) or Tchebichef polynomials ( $f=1$ ) [See Eqs. (16) and (25), respectively], by expanding the integrand and integrating term by term. This generalizes to the $f$ -
dimensional case a previous three-dimensional result due to Schwinger. ${ }^{7}$ In the two-dimensional case the Gegenbauer expansion becomes a Legendre series expansion [Eq. (27)].
In the one-dimensional case, the Tchebichef expansion is found to lead to a closed-form expression for the general $n$th excited state momentum space reduced Coulomb Green's function [Eq. (71)]. This structure is remarkable in that it is without hypergeometric functions. By successive differentiation with respect to the momentum transfer, one can now generate all corresponding structures in a space of any higher odd dimensionality.

## II. INTEGRAL REPRESENTATION AND RECURSION RELATION IN $f$-DIMENSIONAL SPACE

The $f$-dimensional Coulomb Green's function in momentum space will be defined as the Fourier transform
$G_{f}\left(\mathbf{k}_{2}, \mathbf{k}_{1}, E\right)=\int d^{f} \boldsymbol{r}_{2} d^{f} r_{1} e^{i \mathbf{k}_{1} \cdot \mathbf{r}_{1}-i \mathbf{k}_{2} \cdot \mathbf{r}_{2}} G_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)$
of the coordinate space Green's function, defined as the solution of the differential equation

$$
\begin{gather*}
{\left[\nabla_{2}^{2}+\left(2 k \nu / r_{2}\right)+k^{2}\right] G_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)=\delta f\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right),} \\
k=\left(2 m E / \hbar^{2}\right)^{1 / 2}, \quad \operatorname{Im}(k)>0 \tag{2}
\end{gather*}
$$

subject to suitable regularity conditions at the origin and at infinity. Here $\nabla^{2}$ denotes the Laplacian

The quantum-mechanical treatment of Agarwal ${ }^{7}$ can be transcribed with little change when the exact functions of Eqs. (3) and (4) are used instead of the approximations of Eqs. (8).
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$$
\begin{gather*}
{\left[\nabla_{2}^{2}+\left(2 k \nu / r_{2}\right)+k^{2}\right] G_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)=\delta f\left(\mathbf{r}_{2}-\mathbf{r}_{1}\right),} \\
k=\left(2 m E / \hbar^{2}\right)^{1 / 2}, \quad \operatorname{Im}(k)>0 \tag{2}
\end{gather*}
$$

subject to suitable regularity conditions at the origin and at infinity. Here $\nabla^{2}$ denotes the Laplacian
operator of the $f$-dimensional space. The parameters $k$ and $\nu$ are regarded as independent complex parameters, arbitrary except for the condition $\operatorname{Im}(k)>0$. An integral representation of the $f-$ dimensional Coulomb Green's function in momentum space will be obtained here from the integral representation ${ }^{8}$

$$
\begin{align*}
& G_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)=\frac{(-i k)^{f-2}}{(4 \pi)^{(f-i) / 2}} e^{\pi i[i \nu-(f-1) / 2]} \\
& \quad \times \frac{\pi}{\sin \pi\left[i \nu-\frac{1}{2}(f-1)\right]} \\
& \quad \times \frac{1}{2 \pi i} \int_{+\infty ; \operatorname{arc}(\zeta+1)=0}^{(1+)} d \zeta(\zeta+1)^{i \nu+(f-3) / 2} \\
& \quad \times(\zeta-1)^{-i \nu+(f-3) / 2} D_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right),  \tag{3a}\\
& D_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right) \\
& \quad=\frac{I_{(f-3) / 2}\left(-i k\left(x^{2}-y^{2}\right)^{1 / 2}\left(\zeta^{2}-1\right)^{1 / 2}\right)}{\left(-\frac{1}{2} i k\left(x^{2}-y^{2}\right)^{1 / 2}\left(\zeta^{2}-1\right)^{1 / 2}\right)^{1 / 2(f-3)}} \times e^{i k x \zeta} \\
& \quad x=r_{2}+r_{1}, \quad y=\left|\mathbf{r}_{2}-\mathbf{r}_{1}\right|, \\
& f=1,2,3,4, \ldots \tag{3b}
\end{align*}
$$

of the $f$-dimensional coordinate space Green's function, by Fourier transforming the integrand, $D_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)$. This calculation parallels closely
that of earlier work on the three-dimensional case and will be reported here only briefly, to point out the new features that enter when one considers the general case of arbitrary dimensionality.
We give details only for $f=2,3,4, \ldots$ The onedimensional problem requires special attention (see remarks at the end of this section), but a separate calculation verifies that our final result [Eq. (8)] holds also in the one-dimensional case.
As in the three-dimensional case, one begins with the integral representation ${ }^{9}$

$$
\begin{array}{r}
\frac{I_{(f-3) / 2}(z)}{(z / 2)^{(f-3) / 2}}=\frac{1}{2 \pi i} \int_{c-i \infty ; c>0}^{c+i \infty} t^{-(f-1) / 2} e^{t+\left(z^{2} / 4 t\right)} d t \\
f=2,3,4, \ldots, \tag{4}
\end{array}
$$

of the Bessel function. One proceeds as in Ref. 4 , but with the use of the new integral (assumed convergent) ${ }^{10}$

$$
\begin{align*}
& \int d^{f r} e^{-A r-\mathbf{B} \cdot \mathbf{r}} \\
& \quad=(4 \pi)^{(f-1) / 2} \Gamma\left(\frac{1}{2}(f+1)\right) \frac{2 A}{\left(A^{2}-\mathbf{B} \cdot \mathbf{B}\right)^{(f+1) / 2}} \tag{5}
\end{align*}
$$

and the integrals obtained from Eq. (5) by differentiation with respect to $A$ or B, respectively. After performing the $\mathbf{r}_{1}$ integration, one obtains a $t$ integral of the form

$$
\begin{align*}
& \frac{1}{2 \pi i} \int_{c-i \infty}^{c+i \infty} d t e^{t}(t-a)^{-\lambda}=\frac{e^{a}}{\Gamma(\lambda)} \\
& \quad|\operatorname{arc}(t-a)|<\pi / 2, \quad c>\operatorname{Re}(a), \quad \operatorname{Re}(\lambda)>0 \tag{6}
\end{align*}
$$

A point of difference with the previous threedimensional calculation is encountered here. In the previous three-dimensional calculation, Eq. (6) was needed only for positive integral $\lambda$ and was readily established by means of the Cauchy residue theorem. This method is still adequate in the general case of a space of any odd dimensionality; but if the dimensionality of the space is even, then Eq. (6) is needed for half-integral $\lambda$ and the method fails. However, Eq. (6) can be established quite generally in terms of a standard representation of the reciprocal gamma function by translating the origin of the integration variable and deforming the integration contour. ${ }^{11}$ The final integration over $\mathbf{r}_{2}$ can be performed using the same integrals, based on Eq. (5), as the first $r_{1}$ integral. The result of this calculation is

$$
\begin{align*}
& D_{f}\left(\mathbf{k}_{2}, \mathbf{k}_{1}, E\right)=-(4 \pi)^{f-1} \Gamma\left(\frac{1}{2}(f+1)\right) 2 k^{2} \\
& \times \frac{\left(k_{2}^{2}-k^{2}\right)\left(k_{1}^{2}-k^{2}\right)\left(f \zeta^{2}-1\right)+k^{2}\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}\left(\zeta^{4}-1\right)}{\left[\left(k_{2}^{2}-k^{2}\right)\left(k_{1}^{2}-k^{2}\right)-k^{2}\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right|^{2}\left(\zeta^{2}-1\right)\right]^{(f+3) / 2}} \\
& \quad f=1,2,3, \ldots, \tag{7}
\end{align*}
$$

where $D_{f}\left(\mathbf{k}_{2}, \mathbf{k}_{1}, E\right)$ is the Fourier transform of $D_{f}\left(\mathbf{r}_{2}, \mathbf{r}_{1}, E\right)$, Eq. ( 3 b$)$. A separate treatment of the one-dimensional case leads to the result that Eq. (7) holds also for $f=1$. Thus as pointed out above, the following result obtained by using Eq. (7) in conjunction with Eq. (3a), holds also in the onedimensional case. This result is
$G_{f}\left(k_{2}, k_{1}, q, E\right)=(-i k)^{f}(4 \pi)^{(f-1) / 2} \Gamma\left(\frac{1}{2}(f+1)\right)$
$\times e^{\pi i(i \nu-(f-1) / 2)} \frac{\pi}{\sin \pi\left[i \nu-\frac{1}{2}(f-1)\right]}$

- $\frac{1}{2 \pi i} \int_{+\infty ; \operatorname{arc}(\zeta \pm 1)=0}^{(1+)} d \zeta(\zeta+1)^{i \nu+(f-3) / 2}$
$\times(\zeta-1)^{-i \nu+(f-3) / 2} \cdot 2 \frac{\left[p^{2}\left(f \zeta^{2}-1\right)+q^{2} k^{2}\left(\zeta^{4}-1\right)\right]}{\left[p^{2}-q^{2} k^{2}\left(\zeta^{2}-1\right)\right]^{(f+3) / 2}}$,

$$
\begin{equation*}
f=1,2,3,4, \ldots \tag{8}
\end{equation*}
$$

in which

$$
\begin{equation*}
q \equiv\left|\mathbf{k}_{2}-\mathbf{k}_{1}\right| \text { and } p^{2} \equiv\left(k_{2}^{2}-k^{2}\right)\left(k_{1}^{2}-k^{2}\right) \tag{9}
\end{equation*}
$$

This is the desired integral representation of the $f$-dimensional nonrelativistic Coulomb Green's function in momentum space. It generalizes to $f$ dimensional space the earlier three-dimensional result obtained in Ref. 4. It shares with this previous three-dimensional result the property of extracting the $Z$ dependence of the Green's function. ${ }^{12}$ It is this property of extracting the $Z$ dependence which makes the integral representation (8) attractive from the point of view of applications. Although the momentum space Green's function depends upon $\mathbf{k}_{1}$ and $\mathbf{k}_{2}$ only through the two variables $q$ and $p^{2}$ and not three as allowed by $f$-dimensional rotational invariance, we prefer to write the functional dependence in the form $G_{f}\left(k_{2}, k_{1}, q, E\right)$, in which the entire energy dependence is explicit. This will be helpful in the subsequent
calculations in which differentiations with respect to energy occur. Also, differentiation with respect to the energy will spoil the functional dependence upon only the two combinations $q$ and $p^{2}$, which for us will undo an apparent advantage in writing the Green's function as a function of only these two variables.

It is now a straightforward matter to obtain the relationship

$$
\begin{equation*}
-2 \pi \frac{\partial G_{f}\left(k_{2}, k_{1}, q, E\right)}{q \partial q}=G_{f+2}\left(k_{2}, k_{1}, q, E\right) \tag{10}
\end{equation*}
$$

which exists between the momentum space Coulomb Green's functions in spaces of different dimensionality. One merely applies the operation $-2 \pi \partial / q \partial q$ to both sides of Eq. (8). On the righthand side, one takes the derivative under the integral sign, whereby the integrand for $G_{f}$ is converted into the integrand for $G_{f+2}$. That the result (10) also applies to the momentum space reduced Coulomb Green's functions, follows as in the previous work on the coordinate space representatives. ${ }^{13}$ We have here a prescription for obtaining all momentum space Coulomb Green's functions and reduced Green's functions in $f$ dimensional space by differentiating successively the corresponding functions in the one-dimensional ( $f$ odd) or two-dimensional ( $f$ even) case. Among the results to be obtained in the following will be the derivation of closed-form expressions for these structures in the one-dimensional case.

Before proceeding, however, the one-dimensional problem will be considered in more detail. The one-dimensional Green's function of Meixner, obtained by substituting $f=1$ in Eq. (3a), is defined only on the semiinfinite line $0<r<+\infty$. In order to define a momentum space representative, we must in some way continue the domain of the function into the negative half-line and zero.
We adopt the following prescription for this: Introduce Cartesian position coordinates $x_{1,2}$ in the one-dimension space, where $-\infty<x_{1,2}<+\infty$, and interpret the variables $x$ and $y$ of Eq. (3b) in the natural way as $x \equiv r_{2}+r_{1}$ and $y \equiv\left|x_{2}-x_{1}\right|$, where $r_{1,2} \equiv\left|x_{1,2}\right|$. One can now Fourier transform and will find that the momentum space representative is correctly given by Eq. (8) with $f=1$. The mechanics of obtaining the Fourier transform are basically the same as in the case $f=2,3,4$, $\ldots$ considered above. [The integral representation for $I_{-1}(z) /\left(\frac{1}{2} z\right)^{-1}$ obtained by substituting $f=1$ in Eq. (4) does not converge, but by use of the relation ${ }^{14} I_{-1}(z)=I_{1}(z)$, one can express $D_{1}\left(\mathrm{r}_{2}, \mathrm{r}_{1}, E\right)$ of Eq. (3b) in terms of $I_{1}(z) /\left(\frac{1}{2} z\right)$ for which we do have a convergent integral representation, Eq. (4) with $f=5$.]
A final remark about the one-dimensional Green's function will be made here for future reference. The free-particle limit of Meixner's Green's function takes the form
$G_{1}^{(0)}\left(x_{2}, x_{1}, E\right)=(2 i k)^{-1}\left(e^{\left.i k\left|x_{2}-x_{1}\right|-e^{i k\left(r_{2}+r_{1}\right)}\right), ~}\right.$
when the domain of his function is continued to encompass the whole real line, as described above. This Green's function is the difference of two ordinary Green's functions over the whole real line, one corresponding to a delta function source term at $x_{2}=x_{1}$ of strength unity, and one corresponding to a delta function source term at $x_{2}=0$ of strength - expikr ${ }_{1}$.

The full one-dimensional Coulomb Green's function, as defined above on the whole real line, likewise has two source terms as evidenced by the fact that it satisfies the Green's function equation ${ }^{15}$

$$
\begin{align*}
{\left[\frac{\partial^{2}}{\partial x_{2}}\right.} & \left.+\frac{2 k \nu}{r_{2}}+k^{2}\right] G_{1}\left(x_{2}, x_{1}, E\right)=\delta\left(x_{2}-x_{1}\right) \\
& -\delta\left(x_{2}\right) \Gamma(1-i \nu) W_{i \nu ; 1 / 2}\left(-2 i k r_{1}\right) \tag{12}
\end{align*}
$$

in which there are two delta functions instead of only one. However, no decomposition analogous to Eq. (11) of the full Coulomb Green's function $G_{1}\left(x_{2}, x_{1}, E\right)$ into two Green's functions corresponding, respectively, to the two source terms of Eq. (12) is known. One can check that $G f^{(0)}\left(x_{2}, x_{1}, E\right)$ of Eq. (11) satisfies the free-particle limit of Eq. (12). ${ }^{16}$ Also the extraneous delta function source term at the origin in Eq. (12) vanishes in the domain $x_{1,2}>0$, where $G_{1}\left(x_{2}, x_{1}, E\right)$ reduces to Meixner's original Green's function.

## III. EXPANSION IN GEGENBAUER/ TCHEBICHEF POLYNOMIALS

By means of the change of variables

$$
\begin{equation*}
t=(\zeta-1)(\zeta+1)^{-1}, \tag{13}
\end{equation*}
$$

the integral representation (8) can be brought to the form

$$
\begin{align*}
& G_{f}\left(k_{2}, k_{1}, q, E\right)=-\frac{1}{2}(4 \pi)^{(f-1) / 2} \frac{(-2 i k)^{f}}{p^{f+1}} \\
& \times \Gamma\left(\frac{1}{2}(f+1)\right) e^{\pi i(i \nu-(f-1) / 2)} \frac{\pi}{\sin \pi\left[i v-\frac{1}{2}(f-1)\right]} \\
& \times \frac{1}{2 \pi i} \int_{1 ; \operatorname{arc}(t)=0}^{(0+)} d t t^{-i \nu+(f-3) / 2} \\
& \times \frac{\left[-(f-1)+2 t^{2}(f+3)-(f-1) t^{4}-4 x t\left(1+t^{2}\right)\right]}{\left(1-2 t x+t^{2}\right)^{(f+3) / 2}} \\
& x \equiv 1+2 k^{2} q^{2} p^{-2}, \quad f=1,2,3,4, \ldots, \tag{14}
\end{align*}
$$

in which the generating function ${ }^{17}$

$$
\begin{equation*}
\left.\left(1-2 t x+t^{2}\right)^{-\nu}=\sum_{n=0}^{\infty} t^{n} C_{n}^{\nu}(x), \nu \neq 0\right] \tag{15}
\end{equation*}
$$

of the Gegenbauer polynomials appears. One can expand the integrand of Eq. (14) in a series of Gegenbauer polynomials and integrate term by term. One then obtains the infinite series expansion

$$
\begin{aligned}
& G_{f}\left(k_{2}, k_{1}, q, E\right)=\sum_{n=1}^{\infty}-(4 \pi)^{(f-1) / 2 \frac{(-2 i k)^{f}}{p^{f+1}}} \\
& \quad \times \Gamma\left(\frac{1}{2}(f-1)\right) \frac{\left[n+\frac{1}{2}(f-3)\right]^{2} C_{n-1}^{(f-1) / 2}(x)}{-i \nu+n+\frac{1}{2}(f-3)}
\end{aligned}
$$

$$
\begin{equation*}
f=2,3,4,5, \ldots \tag{16}
\end{equation*}
$$

As pointed out before, this result generalizes a previous three-dimensional result due to Schwinger. ${ }^{7}$ The functional dependence upon the nuclear charge $Z$ occurs in the expansion (16) only in the denominator $\left[-i \nu+n+\frac{1}{2}(f-3)\right]^{-1}$, the other factors being the same as in the freeparticle limit $i \nu=0$. We have here in another form the property of extracting the $Z$ dependence of the Green's function. In order to obtain Eq. (16), a number of reductions were necessary using the recurrence relations of the Gegenbauer polynomials. Since these reductions are rather lengthy, we indicate here some of the intermediate steps. After expanding and integrating term by term, one finds the following combination of Gegenbauer polynomials:

$$
\begin{align*}
-(f-1) C_{n-1}^{(f+3) / 2}+ & 2(f+3) C_{n-3}^{(f+3) / 2}-(f-1) C_{n-5}^{(f+3) / 2} \\
& -4 x C_{n-2}^{(f+3) / 2}-4 x C_{n-4}^{(f+3) / 2} . \tag{17}
\end{align*}
$$

This is reduced to

$$
\begin{align*}
& =\frac{4(n-1)}{f+1} C_{n-1}^{(f+1) / 2}+\frac{4(n+f-2)}{f+1} C_{n+3}^{(f+1) / 2} \\
& \quad-(f-1)\left(C_{n-1}^{(f+3) / 2}-2 C_{n-3}^{(f+3) / 2}+C_{n-5}^{(f+3) / 2)}\right. \tag{18}
\end{align*}
$$

by applying the two identities ${ }^{18}$

$$
\begin{align*}
2 \nu\left[x C_{n}^{\nu+1}(x)-C_{n-\frac{1}{1}}^{\nu+1}(x)\right] & =(n+1) C_{n+1}^{\nu}(x), \\
\nu & \neq 0,-1, \quad n=0, \pm 1, \pm 2, \ldots \tag{19a}
\end{align*}
$$

and

$$
\begin{align*}
& 2 \nu\left[C_{n}^{\nu+1}(x)-x C_{n-1}^{\nu+1}(x)\right]=(n+2 \nu) C_{n}^{\nu}(x), \\
& \nu \neq 0,-1, \quad n=0, \pm 1, \pm 2, \ldots, \tag{19b}
\end{align*}
$$

to eliminate the two functions $x C_{n-2}^{(f+3) / 2}$ and $x C_{n-4}^{(f+3) / 2}$, respectively. One now uses the identity ${ }^{19}$

$$
\begin{gather*}
\nu\left[C_{n+1}^{\nu+1}(x)-C_{n-1}^{\nu+1}(x)\right]=(n+1+\nu) C_{n+1}^{\nu}(x) \\
\nu \neq 0,-1, \quad n=0, \pm 1, \pm 2, \ldots \tag{19c}
\end{gather*}
$$

to reduce the differences $C_{n-1}^{(t+3) / 2}-C_{n-3}^{(t+3) / 2}$ and $C_{n-3}^{(f+3) / 2}-C_{n-5}^{(f+3) / 2}$ occurring in (18). The expression (18) reduces then to simply

$$
\begin{equation*}
-2\left[n+\frac{1}{2}(f-3)\right]\left(C_{n-1}^{(f+1) / 2}-C_{n-3}^{(f+1) / 2}\right) \tag{20}
\end{equation*}
$$

which can be further reduced to

$$
\begin{equation*}
-4 \frac{\left[n+\frac{1}{2}(f-3)\right]^{2}}{f-1} C_{n-1}^{(f-1) / 2} \tag{21}
\end{equation*}
$$

by another application of Eq. (19c). We have here the basic structure occurring in the series expansion (16). The last reduction leading to the ex-
pression (21) clearly breaks down if $f=1$, hence the restriction of Eq. (16) to $f=2,3,4, \ldots$ In case $f=1$, the expression (20) can be reduced to

$$
\begin{equation*}
-4(n-1) T_{n-1} \tag{22}
\end{equation*}
$$

by means of the relation ${ }^{20}$
$T_{n+1}(x)=\frac{1}{2}\left[C_{n+1}^{1}(x)-C_{n-1}^{1}(x)\right], \quad n=0,1,2, \ldots$,
between the Gegenbauer polynomials and the
Tchebichef polynomials, defined by the expansion ${ }^{21}$

$$
\begin{equation*}
-\frac{1}{2} \ln \left(1-2 t x+t^{2}\right)=\sum_{n=1}^{\infty} \frac{t^{n}}{n} T_{n}(x) \tag{24}
\end{equation*}
$$

The resulting expansion of the one-dimensional momentum space Coulomb Green's function is ${ }^{22}$

$$
\begin{equation*}
G_{1}\left(k_{2}, k_{1}, q, E\right)=\frac{4 i k}{p^{2}} \sum_{n=1}^{\infty} \frac{n T_{n}(x)}{-i \nu+n} \tag{25}
\end{equation*}
$$

This expansion is the momentum space form of the result

$$
\begin{align*}
& G_{1}\left(x_{2}, x_{1}, E\right)=\sum_{n=1}^{\infty}(2 n)^{-1} i k\left(x^{2}-y^{2}\right) \\
& \quad \times \frac{e^{i k x} L_{n-1}^{1}(-i k(x+y)) L_{n-1}^{1}(-i k(x-y))}{-i \nu+n} \tag{26}
\end{align*}
$$

obtained earlier. ${ }^{23}$ It is of interest to write out the two-dimensional special case of Eq. (16) since in this case the series reduces to an expansion in Legendre polynomials ${ }^{24}$
$G_{2}\left(k_{2}, k_{1}, q, E\right)=\sum_{n=1}^{\infty} \frac{8 \pi k^{2}}{p^{3}} \frac{\left(n-\frac{1}{2}\right)^{2} P_{n-1}(x)}{-i \nu+n-\frac{1}{2}}$.
Born terms can be separated out of these expansions by repeated use of the identity ${ }^{25}$

$$
\begin{equation*}
\frac{1}{-i \nu+\alpha}=\frac{1}{\alpha}+\frac{i \nu}{\alpha} \frac{1}{-i \nu+\alpha} . \tag{28}
\end{equation*}
$$

Thus

$$
\begin{equation*}
G_{f}\left(k_{2}, k_{1}, q, E\right)=G_{f}^{(0)}+乌_{f}^{(1)}, \tag{29}
\end{equation*}
$$

where the free-particle limits are given by
$G_{f}^{(0)}=-\frac{(4 \pi)^{f / 2}}{k_{2}^{2}-k^{2}} \Gamma\left(\frac{1}{2} f\right) \frac{\delta(q)}{q^{f-1}}, \quad f=2,3,4,5, \ldots$
and

$$
\begin{equation*}
G_{1}^{(0)}=\frac{-2 \pi \delta(q)}{k_{2}^{2}-k^{2}}-\frac{2 i k}{\left(k_{2}^{2}-k^{2}\right)\left(k_{1}^{2}-k^{2}\right)}, \tag{31}
\end{equation*}
$$

Eq. (31) being the Fourier transform of Eq. (11). ${ }^{26}$ The remainder terms $\mathcal{S}^{(1)}$ are given by

$$
\begin{align*}
\mathcal{G}_{f}^{(1)} & =\sum_{n=1}^{\infty} \frac{-i v(-2 i k)^{f}}{p^{f+1}}(4 \pi)^{(f-1) / 2} \Gamma\left(\frac{1}{2}(f-1)\right) \\
& \times \frac{\left[n+\frac{1}{2}(f-3)\right] C_{n-1}^{(f-1) / 2}(x)}{-i \nu+n+\frac{1}{2}(f-3)}, \quad f=2,3,4,5, \ldots \tag{32}
\end{align*}
$$

and

$$
\begin{equation*}
S_{1}^{(1)}=\sum_{n=1}^{\infty} \frac{4 i \nu i k}{p^{2}} \frac{T_{n}(x)}{-i \nu+n} . \tag{33}
\end{equation*}
$$

Expressions (32) and (33) are proportional to $i \nu$ and contain exactly the first- and all higher-order Born terms. By applying Eq. (28) to the expansions (32) and (33) one can isolate the first Born term, obtaining a decomposition of the form

$$
\begin{equation*}
G_{f}=G_{f}^{(0)}+G_{f}^{(1)}+G_{f}^{(2)} \tag{34}
\end{equation*}
$$

in which $G_{f}^{(1)}$ is the first Born term, and the remainder $G_{f}^{(2)}$ now contains exactly the second- and all higher-order Born terms. The remainders $\mathcal{S}_{f}^{(2)}$ are easily computed and will not be written
down here. However, we record here for reference the first Born terms (a derivation of these Born terms will be indicated below):

$$
\begin{align*}
& G_{f}^{(1)}=\frac{i \nu 2 i k}{\left(k_{2}^{2}-k^{2}\right)\left(k_{1}^{2}-k^{2}\right)} \frac{(4 \pi)(f-1) / 2 \Gamma\left(\frac{1}{2}(f-1)\right)}{q^{f-1}}, \\
& f=2,3,4, \ldots,
\end{align*},\left\{\begin{array}{l}
G_{1}^{(1)}=  \tag{35}\\
\\
\quad\left|\operatorname{arc}\left(k_{1,2}^{2}-k^{2}\right)\right|<\pi, \quad|\operatorname{arc}(-i k)|<\frac{1}{2} \pi .
\end{array},\right.
$$

This same separation of the Born terms expressed in Eqs. (29) and (34) can be achieved also by using the original integral representation (14). ${ }^{27}$ If we substitute the form

$$
\begin{equation*}
\frac{d}{d t}\left(t^{(f-3) / 2} \frac{2 t\left(t^{2}-1\right)}{\left(1-2 t x+t^{2}\right)^{(f+1) / 2}}\right)=t^{(f-3) / 2-(f-1)+2 t^{2}(f+3)-(f-1) t^{4}-4 x t\left(1+t^{2}\right)}\left(1-2 t x+t^{2}\right)^{(f+3) / 2} \tag{37}
\end{equation*}
$$

in Eq. (14) with $f=2,3,4, \ldots$ and integrate by parts, we find directly an expansion of the form (29) in which the surface term can be identified with the free-particle Green's function. ${ }^{28}$ The other term, which is proportional to $i \nu$, is therefore $\mathcal{S}_{f}{ }^{(1)}$. This approach gives us directly the integral representation

$$
\begin{align*}
& \mathscr{S}_{f}^{(1)}=i \nu \frac{(-2 i k)^{f}}{p^{f+1}}(4 \pi)^{(f-1) / 2} \Gamma\left(\frac{1}{2}(f+1)\right) \\
& \times e^{\pi i[i \nu-(f-1) / 2]} \overline{\sin \pi\left[i \nu-\frac{1}{2}(f-1)\right]} \\
& \times \frac{1}{2 \pi i} \int_{1 ; \operatorname{arc}(t)=0}^{(0+)} d t t^{-i \nu+(f-3) / 2} \frac{1-t^{2}}{\left(1-2 t x+t^{2}\right)^{(f+1) / 2}} \\
& \quad f=2,3,4,5, \ldots, \tag{38}
\end{align*}
$$

of the remainder term $\mathcal{G}_{f}{ }^{(1)}$. It should be stressed
that Eq. (38) will not give the correct answer for the remainder term in the one-dimensional case. The identity (37) remains valid for $f=1$, and so does the integration by parts, but this integration by parts does not separate out the one-dimensional free-particle Green's function Eq. (31). This is reflected in the fact that if we substitute $f=1$ in Eq. (38), we obtain an expression which is still zero-order small in the parameter $i v$. The method can be applied also to the one-dimentional Green's function, but one must begin with the identity

$$
\begin{equation*}
\frac{d}{d t}\left(t \frac{t-x}{1-2 t x+t^{2}}\right)=\frac{2 t-x\left(1+t^{2}\right)}{\left(1-2 t x+t^{2}\right)^{2}} \tag{39}
\end{equation*}
$$

instead of Eq. (37). Using the same method as before (Ref. 28), the surface term from the integration by parts can be identified with the freeparticle Green's function, now equal to the function of Eq. (31). The remaining integral is then

$$
\begin{equation*}
\mathrm{S}_{1}^{(1)}=\frac{4 i \nu i k}{p^{2}} e^{\pi i i \nu} \frac{\pi}{\sin \pi i \nu} \frac{1}{2 \pi i} \int_{1 ; \operatorname{arc}(t)=0}^{(0+)} d t t^{-i \nu} \frac{t-x}{1-2 t x+t^{2}} \tag{40}
\end{equation*}
$$

Due to the vanishing of the contour integral at $i \nu=0$, this expression is indeed first-order small in $i \nu .29$ This process of separating out the Born terms by means of an integration by parts can be repeated. The identities needed for the last transformation are

$$
\begin{align*}
& \frac{d}{d t}\left(\frac{2}{f-1} \frac{t^{(f-1) / 2}}{\left(1-2 t x+t^{2}\right)^{(f-1) / 2}}\right) \\
& \quad=\frac{t^{(f-3) / 2}\left(1-t^{2}\right)}{\left(1-2 t x+t^{2}\right)^{(f+1) / 2}}, f=2,3,4,5, \ldots, \tag{41}
\end{align*}
$$

and (for the one-dimensional problem)

$$
\begin{equation*}
\frac{d}{d t} \ln \left(1-2 t x+t^{2}\right)=2 \frac{t-x}{1-2 t x+t^{2}} \tag{42}
\end{equation*}
$$

We have here the promised explanation of the from of Eqs. (35) or (36) for the first Born term. This Born term is the surface term which arises when one substitutes Eq. (41) or (42), respectively, into Eq. (38) or (40), and integrates by parts. The final integral obtained after this integration by parts provides an integral representation of the
remainder term $\mathcal{S}_{f}^{(2)}$ of Eq. (34). This remainder term is

$$
\begin{align*}
S_{f}^{(2)}= & (i \nu)^{2} \frac{(-2 i k)^{f}}{p^{f+1}}(4 \pi)^{(f-1) / 2} \Gamma\left(\frac{1}{2}(f-1)\right) \\
& \times e^{\pi i(i \nu-(f-1) / 2)} \frac{\pi}{\sin \pi\left[i \nu-\frac{1}{2}(f-1)\right]} \\
& \times \frac{1}{2 \pi i} \int_{1 ; \operatorname{arc}(t)=0}^{(0+)} d t t^{-i \nu+(f-3) / 2} \\
& \times\left(1-2 t x+t^{2}\right)^{-(f-1) / 2}, \quad f=2,3,4,6, \ldots, \tag{43}
\end{align*}
$$

or in the one-dimensional case

$$
\begin{align*}
\mathrm{S}_{1}^{(2)}= & \frac{(i \nu)^{2} 2 i k}{p^{2}} e^{\pi i i \nu} \frac{\pi}{\sin \pi i \nu} \frac{1}{2 \pi i} \\
& \times \int_{1 ; \operatorname{arc}(t)=0}^{(0+)} d t t^{-i \nu-1} \ln \left(1-2 t x+t^{2}\right) \tag{44}
\end{align*}
$$

The Gegenbauer or Tchebichef expansions of $\mathcal{G}_{f}{ }^{(2)}$ can be obtained directly from Eqs. (43) or (44) with no need of recurrence relations. The lengthy calculations with recurrence relations performed above are needed, however, to obtain the Gegenbauer or Tchebichef expansions (16) or (25) of the full Green's function including the zero-order and first-order Born terms.

The closed-form expression

$$
\begin{gather*}
\mathcal{S}_{1}^{(1)}=\frac{2 i \nu i k}{p^{2}} \Gamma(1-i \nu)\left\{\rho_{2} \mathscr{F}_{1}(1,1-i \nu, 2-i \nu ; \rho)\right. \\
\left.+\rho^{-1}{ }_{2} \mathcal{F}_{1}\left(1,1-i \nu, 2-i \nu ; \rho^{-1}\right)\right\}, \tag{45}
\end{gather*}
$$

in which

$$
\begin{align*}
& { }_{2} \mathcal{F}_{1}(1,1-i \nu, 2-i \nu ; z) \\
& \quad \equiv[1 / \Gamma(2-i \nu)]_{2} F_{1}(1,1-i \nu, 2-i \nu ; z), \tag{46}
\end{align*}
$$

is easily derived from the integral representation (40) using the method of Ref. 4. Here $\rho$ is defined as a root of the quadratic equation

$$
\begin{equation*}
x=\frac{1}{2}\left(\rho+\rho^{-1}\right) \tag{47}
\end{equation*}
$$

and ${ }_{2} F_{1}(1,1-i \nu, 2-i \nu ; z)$ denotes the ordinary Gaussian hypergeometric function. ${ }^{30}$ This function is divided by $\Gamma(2-i \nu)$ in Eq. (46) in order to exhibit the pole structure of the momentum space Green's function when regarded as a function of $i \nu$. This pole structure of the Green's function is contained in the gamma function factor $\Gamma(1-i \nu)$ in Eq. (45), the other factors being analytic functions of $i \nu$.

## IV. ONE-DIMENSIONAL EXCITED STATE GREEN'S FUNCTION IN MOMENTUM SPACE

The one-dimensional ground state reduced Coulomb Green's function in coordinate space has
been treated elsewhere. ${ }^{31}$ We will here obtain a closed-form expression [Eq. (71)] which expresses this function in momentum space and which applies more generally to an arbitrary excited state. In view of the remarks following Eq. (10), the corresponding three-dimensional functions can be obtained from this one-dimensional result by differentiation with respect to the momentum transfer. This investigation is based on the Tchebichef expansion (33) of $\mathcal{S}_{1}{ }^{(1)}$. Since the theory of the reduced Green's function has been developed in the references cited above, the derivation of the new result will be brief. We here assume the relation

$$
\begin{equation*}
i \nu=i / k a_{1}, \quad a_{1}=\text { the first Bohr radius, } \tag{48}
\end{equation*}
$$

between the parameters $k$ and $i \nu$. The calculation begins with the formula ${ }^{32}$
$K_{1}\left(k_{2}, k_{1}, q ; E_{n}\right)=\left.\frac{d}{d E}\left[\left(E-E_{n}\right) G_{1}\left(k_{2}, k_{1}, q ; E\right)\right]\right|_{E=E_{n}}$,
relating the reduced Green's function $K_{1}$ and the full Green's function $G_{1}$. The parameter iv is a function of the energy through Eq. (48) and the relation $k=\left(2 m E / \hbar^{2}\right)^{1 / 2}, 0<\operatorname{arc}(k)<\pi$ [Cf. Eq. (2)]. It is convenient to rewrite Eq. (49) using iv as independent variable instead of $E$ :

$$
\begin{align*}
& K_{1}\left(k_{2}, k_{1}, q ; E_{n}\right) \\
& \quad=\frac{1}{2} n^{3} \frac{d}{d i \nu}\left((i \nu-n) \frac{i \nu+n}{(i \nu)^{2} n^{2}} G_{1}\left(k_{2}, k_{1}, q ; E\right)\right) \\
& \quad n=1,2,3, \ldots \tag{50}
\end{align*}
$$

(The energy eigenvalues $E_{n}$ correspond to the values $i \nu=n=1,2,3, \ldots$ of the Coulomb parameter $i v$.) We now substitute for $G_{1}\left(k_{2}, k_{1}, q ; E\right)$ in Eq. (50) the sum of Eqs. (31) and (33), and apply the operation

$$
\begin{equation*}
\left.O F(i \nu) \equiv \frac{d}{d i \nu}[(i \nu-n) F(i \nu)]\right|_{i \nu=n} \tag{51}
\end{equation*}
$$

term by term. It is easy to see that the operation $O$ leaves unaltered any function $F(i \nu)$ which is analytic in the neighborhood of $i \nu=n$ and simply evaluates it at $i \nu=n: O F(i \nu)=F(n)$. This applies to the expression (31) and also to all except the $n$th term of Eq. (33). This $n$th term of Eq. (33) contains the factor $(i \nu-n)^{-1}$ which removes the factor ( $i v-n)^{+1}$ of $O$ and leaves one with a simple derivative of a function which is now regular, evaluated at $i \nu=n$. Thus

$$
\begin{aligned}
K_{1}\left(E_{n}\right)= & \frac{-2 \pi \delta(\mathfrak{q}) n^{3} a_{1}^{3}}{1+\mathfrak{f}_{2}^{2}}+\frac{2 n^{3} a_{1}^{3}}{\left(1+\mathfrak{f}_{1}^{2}\right)\left(1+\mathfrak{t}_{2}\right)} \\
& +\sum_{l=1, l \neq n}^{\infty}-\frac{4 n^{3} a_{1}^{3}}{\left(1+\mathfrak{l}_{1}^{2}\right)\left(1+\mathfrak{f}_{2}^{2}\right)} \frac{n T_{l}(x)}{-n+l} \\
& +\left.\frac{n^{3} a_{1}^{3}}{\mathfrak{q}^{2}} \frac{d}{d i \nu}\left[(i \nu+n)(1-x) T_{n}(x)\right]\right|_{i \nu=n},
\end{aligned}
$$

$$
\begin{align*}
\mathfrak{f}_{1} & \equiv n a_{1} \mathbf{k}_{1}, \quad \mathfrak{f}_{2} \equiv n a_{1} \mathbf{k}_{2}, \quad q \equiv \mathfrak{f}_{2}-\mathfrak{f}_{1}  \tag{52}\\
x & =1-\frac{2 a_{1}^{2}(i \nu)^{2} q^{2}}{\left(1+a_{1}^{2}(i \nu)^{2} k_{2}^{2}\right)\left(1+a_{1}^{2}(i \nu)^{2} k_{1}^{2}\right)}  \tag{53}\\
x & \equiv 1-\frac{2 q^{2}}{\left(1+\mathfrak{f}_{2}^{2}\right)\left(1+\mathfrak{f}_{1}^{2}\right)} \tag{54}
\end{align*}
$$

In the following we will derive an expression in closed form for the infinite part of the series in Eq. (52) (for the sum from $l=\mathrm{n}+1$ to infinity) and will work out the derivative indicated in the last term. The derivative is evaluated by use of the identities

$$
\begin{equation*}
\left.\frac{d x}{d i \nu}\right|_{i \nu=n}=\frac{2(1-\mathfrak{x})}{n} \frac{\mathfrak{f}_{1}^{2} \mathfrak{L}_{2}^{2}-1}{\left(1+\mathfrak{f}_{1}^{2}\right)\left(1+\mathfrak{f}_{2}^{2}\right)} \tag{55}
\end{equation*}
$$

and ${ }^{33}$

$$
\begin{equation*}
\left(\frac{d}{d x}\right) T_{n}(x)=n C_{n-1}^{1}(x), \quad n=1,2,3, \ldots \tag{56}
\end{equation*}
$$

Thus

$$
\begin{align*}
\frac{n^{3} a_{1}^{3}}{q^{2}} & \left.\frac{d}{d i v}\left[(i v+n)(1-x) T_{n}(x)\right]\right|_{i \nu=n} \\
\quad & =2 n^{3} a_{1}^{3} T_{n}(x) \frac{5+\mathfrak{1}_{1}^{2}+\mathfrak{t}_{2}^{2}-3 \mathfrak{f}_{1}^{2} \mathfrak{f}_{2}^{2}}{\left(1+\mathfrak{t}_{1}^{2}\right)^{2}\left(1+\mathfrak{t}_{2}^{2}\right)^{2}} \\
& +16 n^{3} a_{1}^{3} n C_{n-1}^{1}(\mathfrak{x}) \frac{\mathfrak{q}^{2}\left(\mathfrak{L}_{1}^{2} \mathfrak{f}_{2}^{2}-1\right)}{\left(1+\mathfrak{t}_{1}^{2}\right)^{3}\left(1+\mathfrak{t}_{2}^{2}\right)^{3}} . \tag{57}
\end{align*}
$$

The key to obtaining the infinite part of the series in Eq. (52) in closed form is the identity ${ }^{34}$

$$
\begin{equation*}
T_{n}(x)=\frac{1}{2}\left(\rho^{n}+\rho^{-n}\right), \quad n=1,2,3, \cdots \tag{58}
\end{equation*}
$$

in which $\rho$ is defined by

$$
\begin{equation*}
\mathfrak{r}=\frac{1}{2}\left(\rho+\rho^{-1}\right) \tag{59}
\end{equation*}
$$

\{This is the same $\rho$ as before [Eq. (47)], but is now evaluated for $i \nu=n$.\} We note the inequality

$$
\begin{equation*}
\frac{q 2}{\left(1+\sum_{2}\right)\left(1+\mathfrak{q}_{1}^{2}\right)} \leq 1, \tag{60}
\end{equation*}
$$

which follows from $1+2 f_{1} f_{2} \cos \theta+\mathfrak{f}_{2}^{2} f_{1}^{2} \geq 0, \theta$ being the angle between $\mathfrak{f}_{1}$ and $\mathfrak{f}_{2}$. As a consequence of (60) we have

$$
\begin{equation*}
-1 \leq \mathfrak{x} \leq 1, \tag{61}
\end{equation*}
$$

and can therefore write $\rho$ in the form

$$
\begin{equation*}
\rho \equiv \mathfrak{x}+i\left(1-\mathfrak{x}^{2}\right)^{1 / 2} \equiv-e^{-2 i \psi} \tag{62}
\end{equation*}
$$

$$
0 \leq \psi \leq \pi / 2
$$

If we substitute the expansion (58) of the Tchebichef polynomial into the infinite part of the series in Eq. (52), this series becomes
$\left.I^{-}\right) \equiv \sum_{l=n+1}^{\infty}-\frac{2 \mathrm{n}^{3} a_{1}^{3}}{\left(1+\mathfrak{t}_{1}^{2}\right)\left(1+\mathfrak{\ell}_{2}^{2}\right)} \frac{n\left(\rho^{l}+\rho^{-l}\right)}{-n+l}$
in which $\rho$ has modulous unity. This series is visualized as the limit as $h \rightarrow 1^{-}$of the series

$$
l(h) \equiv \sum_{l=n+1}^{\infty}-\frac{2 n^{3} a_{1}^{3}}{\left(1+1_{1}^{2}\right)\left(1+\mathfrak{l}_{2}^{2}\right)} \frac{n\left(h^{l} \rho^{l}+h^{l} \rho^{-l}\right)}{-n+l}
$$

$$
\begin{equation*}
|h|<1 \tag{64}
\end{equation*}
$$

which one is permitted to split up into a sum of two series. These individual series are just logarithmic series of the type

$$
\begin{equation*}
\left.\ln (1-z)=-\sum_{l=1}^{\infty} \frac{z^{l}}{l}, \quad|z|<1 .\right] \tag{65}
\end{equation*}
$$

Thus,

$$
\begin{align*}
& I(h)=\frac{2 n^{3} a_{1}^{3}}{\left(1+\mathfrak{i}_{1}^{2}\right)\left(1+\mathfrak{f}_{2}^{2}\right)} n(-h)^{n}\left[e^{-2 n i \psi} \ln \left(1+h e^{-2 i \psi}\right)\right. \\
&\left.+e^{2 n i \psi} \ln \left(1+h e^{2 i \psi}\right)\right] \tag{66}
\end{align*}
$$

and

$$
\begin{align*}
I\left(1^{-}\right)=\frac{4 n^{3} a_{1}^{3}(-1)^{n} n}{\left(1+\mathfrak{f}_{1}^{2}\right)\left(1+\frac{1}{2}\right)}[-\psi & \sin (n 2 \psi)+\cos (n 2 \psi) \\
& \times \ln (2 \cos \psi)] . \tag{67}
\end{align*}
$$

The calculations are completed by noting the following relations:

$$
\begin{equation*}
\cos 2 \psi=-\mathfrak{x}, \quad \sin 2 \psi=\left(1-\mathfrak{x}^{2}\right)^{1 / 2} \tag{68}
\end{equation*}
$$

$(-1)^{n} \cos (n 2 \psi)=T_{n}(x)$,
$(-1)^{n} \sin (n 2 \psi)=-\left(1-\mathfrak{x}^{2}\right)^{1 / 2} C_{n-1}^{1}(x)$,
$\psi=\cos ^{-1}\left(\frac{q}{\left(1+1_{1}^{2}\right)\left(1+\frac{1}{2}\right)}\right)^{1 / 2}$.
Equations (68) are just a rephrasing of Eq. (62).
The second of relations (69) can be obtained by differentiation of the first, with the use of Eq. (56). In Eq. (70) the acute angle must be taken, in conformity with Eq. (62). When these results and Eq. (57) are inserted in Eq. (52) we find

$$
\begin{equation*}
+\frac{4 n^{3} a_{1}^{3}}{\left(1+1_{1}^{2}\right)\left(1+q_{2}^{2}\right)} n T_{n}(\mathrm{r}) \frac{1}{2} \ln \left(\frac{4 \mathfrak{q}^{2}}{\left(1+\frac{1}{2}\right)\left(1+\mathfrak{q}_{2}^{2}\right)}\right), \quad n=1,2,3, \ldots, \tag{71}
\end{equation*}
$$

in which the sum $l<n$ is interpreted to mean zero if $n=1$, otherwise to mean $\sum_{l=1}^{n-1}$. The notations in Eq. (71) have been defined above [Eqs. (52) and (54)]. We have here the desired closed-form expression for the general excited state reduced Coulomb Green's function in momentum space. This expression is without hypergeometric functions and may be useful for applications. For the momentum space representative of the ground state reduced Coulomb Green's function, studied earlier in coordinate space, Eq. (71) gives
$K_{1}\left(E_{1}\right)=\frac{-2 \pi \delta(\mathfrak{q}) a_{1}^{3}}{\left(1+\mathfrak{f}_{2}^{2}\right)}+4 a_{1}^{3} \frac{3+\mathfrak{f}_{1}^{2}+\mathfrak{f}_{2}^{2}-\mathfrak{f}_{1}^{2} \mathfrak{f}_{2}^{2}}{(1+\mathfrak{f})_{1}^{2}\left(1+\mathfrak{f}_{2}^{2}\right)^{2}}$

$$
+4 a_{1}^{3} q^{2} \frac{-9-\mathfrak{t}_{1}^{2}-\mathfrak{f}_{2}^{2}+7 \mathfrak{t}_{1}^{2} \mathfrak{q}_{2}^{2}}{\left(1+\mathfrak{t}_{1}^{2}\right)^{3}\left(1+\mathfrak{t}_{2}^{2}\right)^{3}}
$$

$$
+\frac{4 a_{1}^{3}}{\left(1+f_{1}^{2}\right)\left(1+f_{2}^{2}\right)}
$$

$$
\times\left(1-\mathfrak{r}^{2}\right)^{1 / 2} \cos ^{-1}\left(\frac{\mathfrak{q}^{2}}{\left(1+\mathfrak{q}_{1}^{2}\right)\left(1+\mathfrak{t}_{2}^{2}\right)}\right)^{1 / 2}
$$

$$
\begin{equation*}
+\frac{4 a_{1}^{3}}{\left(1+\mathfrak{f}_{1}^{2}\right)\left(1+\frac{\mathfrak{1}}{2}\right)} \frac{\mathfrak{x}}{2} \ln \left(\frac{4 q^{2}}{\left(1+\mathfrak{f}_{1}^{2}\right)\left(1+\mathfrak{f}_{2}^{2}\right)}\right) . \tag{72}
\end{equation*}
$$
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This, the second paper in a series on the motion and structure of a class of (elementary) singularities, extends the earlier work on "free" singularities to the interaction of these singularities with "background" gravitational and electromagnetic fields. The principle result is an unusual derivation of the Lorentz-Dirac equations of motion for a charged particle. The results do not depend on any ad hoc assumptions nor upon any renormalization, but follow uniquely from the Einstein-Maxwell equations applied to the elementary singularities. A concomitant result is the time evolution of the structure of the singularity.

## 1. INTRODUCTION

This is the second part of a series of papers on a new approach to equations of motion in general relativity. As shown in the first paper, ${ }^{1}$ this new approach is based on the structure and behavior of the family of null cones emanating from a singular world line in space-time, where the singularity is a suitably defined singularity in the Weyl tensor. The advantage of this approach over other approaches to the problem of motion is that it gives an intrinsic description of the motion of a singularity in its own space-time and does not depend on the assumption of a regular background space. By applying Einstein's field equations in spin-coefficient formalism to the singular world line, we are able to derive equations of motion for the singularity in terms of the time dependence of the null cones. In addition, we obtain the concomitant result that the singularity has an internal structure whose time development is also governed by the field equations.
In the first paper we applied our approach to the Robinson-Trautman (RT) type II metrics and their charged counterparts, namely the Robinson-Trautman-Maxwell (RTM) metrics. It was shown that these two special classes of solutions lead to equations of motion for "free singularities", i.e. singularities not interacting with incoming background fields. From the RTM solutions, in particular, we were able to obtain the Abraham radiation reaction force ${ }^{2}$ in a rigorous fashion, with no ad hoc assumptions or mass renormalization.
Here we shall consider the more general case in
which both incoming gravitational and electromagnetic fields are allowed to interact with the singularity. In Sec. 2, we give a brief review of the formalism. Sec. 3 will deal with the motion and structure of a singularity in the presence of an incoming gravitational field in a general empty space ( $R_{\mu \nu}=0$ ). Then, in Sec. 4 , we analyze the motion of a charged singularity in the EinsteinMaxwell theory. It is here where we obtain our major result, namely, the derivation of the LorentzDirac equations of motion for a charged particle. ${ }^{2}$

## 2. REVIEW OF THE FORMALISM

A brief review of the formalism and of the basic assumptions will now be given. It will be assumed that the reader is familiar with the spin-coefficient formalism. ${ }^{3}$

Since our approach to motion is based on the properties of the null cones emanating from a singular world line, we begin by introducing null coordinates $x^{0}=u, x^{1}=r$, and $x^{A}, A=2,3$, such that $\sqrt{2} u$ is a "retarded time" parameter labeling a family of outgoing null hypersurfaces; $r / \sqrt{2}$ is a standard affine parameter measuring "distance" along the null geodesics lying in each $u=$ const hypersurface, and $x^{A}$ are "angular coordinates" labeling the null geodesics. We then introduce a standard null tetrad system ( $l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}$ ) where $l^{\mu}$ and $v^{\mu}$ are real null vectors, $m^{\mu}$ and its complex conjugate $\bar{m}^{\mu}$ are complex null vectors, and

$$
l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=1
$$

with all other scalar products vanishing. In the
[obtained by differentiating Eq. (24) with respect to the expansion parameter]. This sum can be rewritten as

$$
\frac{-2 i k}{p^{2}}+\frac{2 i k}{p^{2}} \frac{1-h^{2}}{(1-h)^{2}-2 h 2 k^{2} q^{2} p^{-2}}
$$

in which the last term gives the $\delta(q)$ part of Eq. (31), in the limit $h \rightarrow 1^{-}$.
27 This generalizes a calculation of Ref. 4.
28 This is done by retaining an upper limit $t<1$ in the surface term, and identifying the distribution obtained in the limit as $t \rightarrow 1^{-}$, along the lines of Ref. 26.
29 The contour integral is an analytic function of $i \nu$, vanishing at $i \nu=0$ [if $i \nu=0$, there is no singularity of the integrand with-
in the contour (see Appendix to Ref. 4)], and therefore has the general form $i v \phi(i \nu)$, where $\phi(i \nu)$ is likewise analytic in $i \nu$. One sees that Eq. (40) has the form

$$
i \nu \cdot(1 / \sin \pi i \nu) \cdot i \nu \phi(i \nu)
$$

which is first-order small in $i \nu$.
30 Reference 11, Chap. XIV.
${ }^{31}$ Reference 2. For the treatment of the three-dimensional problem, see the work cited in Ref. 5. Also, see Ref. 5 for the definition of "reduced Green's function,"
${ }^{32}$ Reference 2, Eq. (15).
33 Reference 17, p. 186, Eq. (26).
34 Reference 17, p. 235, Eq. (20).
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This, the second paper in a series on the motion and structure of a class of (elementary) singularities, extends the earlier work on "free" singularities to the interaction of these singularities with "background" gravitational and electromagnetic fields. The principle result is an unusual derivation of the Lorentz-Dirac equations of motion for a charged particle. The results do not depend on any ad hoc assumptions nor upon any renormalization, but follow uniquely from the Einstein-Maxwell equations applied to the elementary singularities. A concomitant result is the time evolution of the structure of the singularity.

## 1. INTRODUCTION

This is the second part of a series of papers on a new approach to equations of motion in general relativity. As shown in the first paper, ${ }^{1}$ this new approach is based on the structure and behavior of the family of null cones emanating from a singular world line in space-time, where the singularity is a suitably defined singularity in the Weyl tensor. The advantage of this approach over other approaches to the problem of motion is that it gives an intrinsic description of the motion of a singularity in its own space-time and does not depend on the assumption of a regular background space. By applying Einstein's field equations in spin-coefficient formalism to the singular world line, we are able to derive equations of motion for the singularity in terms of the time dependence of the null cones. In addition, we obtain the concomitant result that the singularity has an internal structure whose time development is also governed by the field equations.
In the first paper we applied our approach to the Robinson-Trautman (RT) type II metrics and their charged counterparts, namely the Robinson-Trautman-Maxwell (RTM) metrics. It was shown that these two special classes of solutions lead to equations of motion for "free singularities", i.e. singularities not interacting with incoming background fields. From the RTM solutions, in particular, we were able to obtain the Abraham radiation reaction force ${ }^{2}$ in a rigorous fashion, with no ad hoc assumptions or mass renormalization.
Here we shall consider the more general case in
which both incoming gravitational and electromagnetic fields are allowed to interact with the singularity. In Sec. 2, we give a brief review of the formalism. Sec. 3 will deal with the motion and structure of a singularity in the presence of an incoming gravitational field in a general empty space ( $R_{\mu \nu}=0$ ). Then, in Sec. 4 , we analyze the motion of a charged singularity in the EinsteinMaxwell theory. It is here where we obtain our major result, namely, the derivation of the LorentzDirac equations of motion for a charged particle. ${ }^{2}$

## 2. REVIEW OF THE FORMALISM

A brief review of the formalism and of the basic assumptions will now be given. It will be assumed that the reader is familiar with the spin-coefficient formalism. ${ }^{3}$

Since our approach to motion is based on the properties of the null cones emanating from a singular world line, we begin by introducing null coordinates $x^{0}=u, x^{1}=r$, and $x^{A}, A=2,3$, such that $\sqrt{2} u$ is a "retarded time" parameter labeling a family of outgoing null hypersurfaces; $r / \sqrt{2}$ is a standard affine parameter measuring "distance" along the null geodesics lying in each $u=$ const hypersurface, and $x^{A}$ are "angular coordinates" labeling the null geodesics. We then introduce a standard null tetrad system ( $l^{\mu}, n^{\mu}, m^{\mu}, \bar{m}^{\mu}$ ) where $l^{\mu}$ and $v^{\mu}$ are real null vectors, $m^{\mu}$ and its complex conjugate $\bar{m}^{\mu}$ are complex null vectors, and

$$
l_{\mu} n^{\mu}=-m_{\mu} \bar{m}^{\mu}=1
$$

with all other scalar products vanishing. In the
null coordinate system which we have adopted, we take $l^{\mu}$ to be tangent to the null geodesics and parallelly propagate the rest of the tetrad along $l^{\mu}$. This leads to the following form for the tetrad vectors:

$$
\begin{align*}
& l_{\mu}=\delta_{\mu}^{0}, \quad l^{\mu}=\delta_{1}^{\mu}, \quad m^{\mu}=\omega \delta_{1}^{\mu}+\xi^{A} \delta_{A}^{\mu}, \\
& n^{\mu}=\delta_{0}^{\mu}+U \delta_{I}^{\mu}+X^{A} \delta_{A}^{\mu}, \quad A=2,3 . \tag{2.1}
\end{align*}
$$

This also leads to the following form for the contravariant metric tensor:

$$
\begin{align*}
& g^{\mu 0}=\delta_{1}^{\mu}, \quad g^{11}=2(U-\omega \bar{\omega}), \\
& g^{A 1}=X^{A}-\left(\xi^{A} \bar{\omega}+\omega \bar{\xi}^{A}\right),  \tag{2.2}\\
& g^{A B}=-\left(\xi^{A_{\bar{\xi}}}{ }^{B}+\bar{\xi}^{A^{B}} \xi^{B}\right), \quad A, B=2,3 .
\end{align*}
$$

Now, the properties of each null hypersurface can be characterized by the two spin coefficients $\rho$ and $\sigma$ defined by

$$
\begin{aligned}
& \rho=l_{\mu ; \nu} m^{\mu} \bar{m}^{\nu}=-\frac{1}{2} l_{; \mu}^{\mu} \\
& \sigma=l_{\mu ; \nu} m^{\mu} m^{\nu}=\text { (complex shear). }
\end{aligned}
$$

The basic condition which we impose on this family of null hypersurfaces is that $\rho$ and $\sigma$ have the following behavior: ${ }^{4}$

$$
\begin{equation*}
\rho=-r^{-1}+O(r), \quad \sigma=O(r) \tag{2,3}
\end{equation*}
$$

near $r=0$. Geometrically, this restriction means that in the neighborhood of the origin $r=0$, the null hypersurfaces behave like cones. When condition (2.3) is satisfied, and the Weyl tensor is singular at $r=0$ (i.e., it becomes infinite at $r=0$ ), we call the singularity an elementary singularity. It is this type of singularity which we choose to represent matter.
It can be shown easily from (2.3) that the 2 -surfaces, $u$ and $r$ constant (i.e., the cross sections of the "cones"), possess a metric given by

$$
\begin{equation*}
g_{A B}=-\frac{1}{2} r^{2} g_{A B}^{0}+O\left(r^{3}\right), \quad g_{A B}^{0}=g_{A B}^{0}\left(u, x^{c}\right) \tag{2.4}
\end{equation*}
$$

The limiting metric given by

$$
\begin{equation*}
g_{A B}^{0}=\lim _{r \rightarrow 0}\left(-\frac{2}{r^{2}} g_{A B}\right) \tag{2.5}
\end{equation*}
$$

defines the limiting 2 -surface, which we call the fundamenlal 2-surface (F2S). By using confor-mally-flat coordinates, the F2S line element can be written most conveniently as

$$
\begin{equation*}
d l^{2}=g_{A B}^{0} d x^{A} d x^{B}=P^{-2} d \zeta d \bar{\zeta}, \tag{2.6}
\end{equation*}
$$

where $\zeta=x^{2}+i x^{3}$ and $P=P(u, \zeta, \bar{\zeta})$. The quantity $P$ plays a fundamental role in our approach to
motion. When there is an elementary singularity at $r=0$, Einstein's field equations yield differential equations for the determination of $P$ from which one can, in principle, derive all information about the motion and internal structure of the singularity.

In flat space, where a similar null coordinate system attached to an arbitrary timelike world line can be constructed, the F2S reduces to a unit sphere and $P$ becomes ${ }^{1}$

$$
\begin{equation*}
P=P_{0}=\dot{\xi}_{\mu} b^{\mu}, \tag{2.7}
\end{equation*}
$$

where $\dot{\xi}^{\mu}$ is the velocity of the timelike world line and

$$
\begin{equation*}
b^{\mu}=(1 / 2 \sqrt{2})(1+\zeta \bar{\zeta}, \zeta+\bar{\zeta},(\zeta-\bar{\zeta}) / i, \zeta \bar{\zeta}-1) . \tag{2,8}
\end{equation*}
$$

It is shown in Ref. 1 that there is a unique equivalence between the acceleration vector $\dot{\xi}^{\mu}$ and the quantity $\dot{P}_{0} / P_{0}$ and between $\left(\ddot{\xi}^{\mu}+\frac{1}{2} \ddot{\xi}^{2} \dot{\xi}^{\mu}\right)$ and $\left(\ddot{P}_{0} / P_{0}+\frac{1}{2} \ddot{\xi}^{2}\right)$, where $\ddot{\xi}^{2} \equiv \ddot{\xi}^{\alpha} \ddot{\xi}_{\alpha}$. It is also shown in that paper that $\dot{P}_{0} / P_{0}$ and ( $\left.\ddot{P}_{0} / P_{0}+\frac{1}{2} \ddot{\xi}^{2}\right)$ are both expandable in $l=1$ spherical harmonics. This can therefore be used to give alternative expressions for equations of motion in flat space. For example, for motion with the Abraham radiation reaction force, we have the equivalent expression

$$
\begin{equation*}
\sqrt{2} m \dot{P}_{0} / P_{0}=\frac{2}{3} e^{2}\left(\ddot{P}_{0} / P_{0}+\frac{1}{2} \ddot{\xi}^{2}\right), \tag{2.9}
\end{equation*}
$$

where the $\sqrt{2}$ is due to the fact that $u$ is not the proper time.
In the case of a general curved space with an elementary singularity at $r=0$, we make the assumption that the F2S is a distorted sphere, that is, we impose the regularity condition that

$$
\begin{equation*}
P=P_{0}(1+I), \tag{2.10}
\end{equation*}
$$

where $P_{0}$ is the quantity defined by (2.7) and (2.8) and $I$ is a regular function on the sphere, expandable in $l>2$ spherical harmonics, with the additional property $I>-1$. We define $\dot{P}_{0} / P_{0}$ to be the "acceleration" of the singularity, in analogy with the flat-space case, and take $I$ to represent its internal degrees of freedom.
In general, when space-time has an elementary singularity at $r=0$, the field equations will yield an equation for $\dot{P} / P$. Then by imposing the regularity condition (2.10), we can, in principle, decompose this equation into spherical harmonics such that the $l=1$ part gives the equation of motion in terms of the "acceleration" $P_{0} / P_{0}$ and the $l \geqslant 2$ parts give the tinie dependence of the internal structure $I$.

## 3. MOTION IN A GENERAL EMPTY SPACE

In this section we will discuss the motion and structure of an elementary singularity in a gene-
ral empty space ( $R_{\mu \nu}=0$ ). The integration of the field equations is done asymptotically in the neighborhood of $r=0$, in a manner analogous to that used in the far field ( $r \rightarrow \infty$ ) analysis. ${ }^{5}$ We start by considering the two coupled spin-coefficient equations

$$
\begin{equation*}
\frac{\partial \rho}{\partial r}=\rho^{2}+\sigma \bar{\sigma}, \quad \frac{\partial \sigma}{\partial r}=2 \rho \sigma+\psi_{0}, \tag{3.1}
\end{equation*}
$$

where $\psi_{0}$, which represents the incoming gravitatational background field, is defined by $\psi_{0}=-C_{\mu \nu \rho \sigma}$ $l^{\mu} m^{\nu} l^{\mu} m^{\sigma}, C_{\mu \nu, 0}$ being the Weyl tensor. If condi- ${ }^{\mu \nu}$ tion (2.3), namely, $\rho=-r^{-1}+O(r)$ and $\sigma=O(r)$, is now imposed on Eq. (3.1), it can be easily checked that $\psi_{0}$ must necessarily have the form $\psi_{0}=0(1)$, i.e., $\psi_{0}$ must be a regular function of $r$ around $r$ $=0$. Thus, condition (2.3) excludes, for example, $r^{-5}$ and higher-order singularities whose presence in $\psi_{0}$, in linear theory, corresponds to the presence of intrinsic quadrupole and higher multipole moments. It can also be shown that condition (2.3) leads to the vanishing of the coefficient of the $r^{-4}$ term in $\psi_{1}=-C_{\mu \nu \rho \sigma} l^{\mu} n^{\nu} l^{\rho} m^{\sigma}$, which means that the elementary singularity cannot have an intrinsic mass dipole moment and angular momer.tum. ${ }^{5}$ In other words, only elementary singularities of the nonrotating, mass-monopole type are allowed by condition (2.3).
If we now assume an explicit form for $\psi_{0}$, namely

$$
\begin{equation*}
\psi_{0}=\psi_{0}^{0}+\psi_{0}^{1} r+\mathrm{O}\left(r^{2}\right), \tag{3.2}
\end{equation*}
$$

the "radial" spin-coefficient equations can be integrated asymptotically around $r=0$ to find the $r$-dependence of the spin coefficients, metric variables, and tetrad components of the Weyl tensor, up to the orders allowed by (3.2). Each step of the integration will yield a "constant" independent of $r$, which will be denoted by a superscript 0 . Then, by substituting the results of the "radial" integration into the nonradial spin-coefficient equations and comparing powers of $r$, we can obtain relationships among these "constants." The calculations, which are extremely tedious, are given elsewhere. ${ }^{6}$ We shall merely give a summary of the results here.
A. Tetrad components of the Weyl tensor:

$$
\begin{align*}
& \psi_{0}=\psi_{0}^{0}+\psi_{0}^{1} r+O\left(r^{2}\right),  \tag{3.3}\\
& \psi_{1}=-\frac{1}{4} \bar{\delta} \psi_{0}^{0}-\frac{1}{5} \bar{\delta} \psi \frac{1}{0} r+O\left(r^{2}\right),  \tag{3.3b}\\
\psi_{2}= & \psi_{2}^{0} r^{-3}+\frac{1}{12} \bar{\delta}^{2} \psi 8+\frac{1}{20}\left(\bar{\delta}^{2} \psi_{0}^{1}+2 \psi_{2}|\psi 8|^{2}\right) r \\
& +O\left(r^{2}\right),  \tag{3.3c}\\
\psi_{3}= & \psi 0_{3} r^{-2}-\frac{1}{8} \psi \psi_{2} \delta \bar{\psi}_{0} r^{-1}-\left(\frac{1}{24} \bar{\delta}^{3} \psi_{0}^{0}+\frac{1}{40} \psi_{2}^{0} \bar{\delta} \bar{\psi}_{0}^{1}\right) \\
& +O(r),  \tag{3.3d}\\
& \psi_{4}=\left[\bar{\delta} \psi \varrho-(\psi \varrho)^{2} \bar{\psi} 8\right] r^{-2}+\psi 8 r^{-1}+O(1) .
\end{align*}
$$

## B. Spin coefficients:

$$
\begin{equation*}
\rho=-r^{-1}+\frac{1}{45}|\psi 8|^{2} r^{3}+\frac{1}{36} \operatorname{Re}\left(\psi 8 \bar{\psi}_{0}^{1}\right) r^{4}+O\left(r^{5}\right), \tag{3.4a}
\end{equation*}
$$

$\sigma=\frac{1}{3} \psi_{0}^{0} r+\frac{1}{4} \psi_{0}^{1} r^{2}+O\left(r^{3}\right)$,

$$
\begin{equation*}
\alpha=\alpha^{0} r^{-1}-\frac{1}{6} \bar{\alpha}^{0} \bar{\psi}_{0}^{0} r-\frac{1}{12} \bar{\alpha}^{0} \bar{\psi}_{0}^{1} r^{2}+O\left(r^{3}\right), \tag{3.4b}
\end{equation*}
$$

$$
\begin{align*}
\beta= & -\bar{\alpha}^{0} r^{-1}+\left(\frac{1}{6} \alpha^{0} \psi_{0}^{0}-\frac{1}{8} \bar{\delta} \psi_{0}^{0}\right) r+\left(\frac{1}{12} \alpha^{0} \psi_{0}^{1}\right.  \tag{3.4c}\\
& \left.-\frac{1}{15} \overline{\bar{\delta}} \psi_{0}^{1}\right) r^{2}+O\left(r^{3}\right),  \tag{3.4d}\\
& \tau=-\frac{1}{8} \bar{\delta} \psi 8 r-\frac{1}{15} \bar{\delta} \psi_{0}^{1} r^{2}+O\left(r^{3}\right),  \tag{3.4e}\\
& \lambda=-\frac{1}{3} \psi_{2}^{0} \bar{\psi}_{0}^{0}+\left(\frac{1}{6} \mu^{0} \psi_{0}^{0}-\frac{1}{8} \psi_{2}^{0} \bar{\psi}_{0}^{1}\right) r+O\left(r^{2}\right), \tag{3.4f}
\end{align*}
$$

$\mu=-\psi_{2}^{0} r^{-2}+\mu^{0} r^{-1}+\frac{1}{24} \bar{\delta}^{2} \psi_{0}^{0} r+\left(\frac{1}{60} \bar{\delta}^{2} \psi_{0}^{1}\right.$

$$
\begin{equation*}
\left.-\frac{1}{90} \psi_{2}^{0}\left|\psi_{0}^{0}\right|^{2}\right) r^{2}+O\left(r^{3}\right), \tag{3.4~g}
\end{equation*}
$$

$\gamma=-\frac{1}{2} \psi{ }_{2} r^{-2}+\gamma^{0}+\left[\frac{1}{12} \bar{\delta}^{2} \psi 8-\frac{1}{4} \operatorname{Im}\left(\alpha^{0} \bar{\delta} \psi 8\right)\right] r$
$+\left[\frac{1}{40} \bar{\delta}^{2} \psi_{0}^{1}+\frac{1}{20} \psi_{2}^{0}\left|\psi_{0}^{0}\right|^{2}-\frac{1}{15} \operatorname{Im}\left(\alpha^{0} \bar{\delta} \psi_{0}^{1}\right)\right] r^{2}$

$$
\begin{equation*}
+O\left(r^{3}\right), \tag{3.4h}
\end{equation*}
$$

$\nu=-\psi{ }_{3} r^{-1}+\nu^{0}+\frac{1}{24}\left(\psi \psi_{2}^{0} \bar{\psi} \bar{\psi}_{0}^{1}-\bar{\delta}^{3} \psi_{0}^{8}-3 \mu^{0} \delta \bar{\psi} \bar{\psi}\right) r$

$$
\begin{equation*}
+O\left(r^{2}\right), \tag{3.4i}
\end{equation*}
$$

$$
\begin{equation*}
\kappa=\epsilon=\pi=0 . \tag{3.4j}
\end{equation*}
$$

C. Metric variables:

$$
\begin{equation*}
\omega=\frac{1}{24} \bar{\delta} \psi \psi_{0} r^{2}+\frac{1}{60} \bar{\delta} \psi \frac{1}{0} r^{3}+O\left(r^{4}\right), \tag{3.5a}
\end{equation*}
$$

$U=-\psi 8 r^{-1}+U^{0}-\left(\gamma^{0}+\bar{\gamma}^{0}\right) r-\frac{1}{12} \operatorname{Re}\left(\gamma^{2} \bar{\psi}_{0}\right) r^{2}$

$$
\begin{equation*}
-\frac{1}{60} \operatorname{Re}\left(\gamma^{2} \bar{\psi}_{0}^{1}+2 \psi_{2}^{0}\left|\psi_{0}^{0}\right|^{2}\right) r^{3}+O\left(r^{4}\right), \tag{3.5b}
\end{equation*}
$$

$\xi^{A}=\xi^{0 A} r^{-1}+\frac{1}{6} \psi 8 \bar{\xi}^{0 A} r+\frac{1}{12} \psi \frac{1}{0} \bar{\xi}^{0 A} r^{2}+O\left(r^{3}\right)$,
$X^{A}=X^{0 A}-\frac{1}{4} \operatorname{Re}\left(\xi^{0 A_{\delta}} \bar{\psi} \delta\right) r-\frac{1}{15} \operatorname{Re}\left(\xi^{0 A_{\delta}} \bar{\psi}_{\delta}\right) r^{2}$

$$
\begin{equation*}
+O\left(r^{3}\right) \tag{3.5d}
\end{equation*}
$$

D. Line element:

$$
\begin{align*}
d s^{2} & =2\left[\psi \psi_{2} r^{-1}-U^{0}+\left(\gamma^{0}+\bar{\gamma}^{0}\right) r+0\left(r^{2}\right)\right] d u^{2} \\
& +2 d u d r+0\left(r^{2}\right)(d u d \zeta+d u d \bar{\zeta}) \\
& -\left[\frac{r^{2}}{2 \mu^{2}}+0\left(r^{4}\right)\right] d \zeta d \bar{\zeta} . \tag{3.6}
\end{align*}
$$

E. Relationships among the "constants":

$$
\begin{align*}
& \omega^{0}=\lambda^{0}=\psi_{1}^{0}=0, \quad \tau^{0}=\bar{\alpha}^{0}+\beta^{0}=0,  \tag{3.7a}\\
& \xi^{02}=i \xi^{03}=-P(u, \zeta, \bar{\zeta}), \quad P=\bar{P},  \tag{3.7b}\\
& \alpha^{0}=-\frac{\partial P}{\partial \bar{\zeta}}, \quad \beta^{0}=-\bar{\alpha}^{0},  \tag{3.7c}\\
& U^{0}=\mu^{0}=\bar{\mu}^{0}=-K, \quad K \equiv \text { б } \bar{\delta} \log P, \tag{3.7~d}
\end{align*}
$$

$$
Z^{0} \equiv P^{-1}\left(X^{02}+i X^{03}\right), \quad \text { б } Z^{0}=-\frac{4}{3} \psi_{2}^{0} \psi_{0}^{0}
$$

$$
\begin{equation*}
\gamma^{0}=-\frac{1}{2} \dot{P} / P+\frac{1}{4} \bar{\delta} Z^{0}-\operatorname{Im}\left(\alpha^{0} Z^{0}\right) \tag{3.7e}
\end{equation*}
$$

$$
\begin{equation*}
\nu^{0}=-\bar{\delta}\left(\gamma^{0}+\bar{\gamma}^{0}\right)-\frac{1}{6} \psi_{2}^{0} \delta \bar{\psi}_{0}^{0}, \tag{3.7f}
\end{equation*}
$$

$\bar{\delta} \gamma \psi_{0}^{0}=-3 \psi_{2} \psi_{0} \frac{1}{0}$,
$\psi \xi=-\bar{\gamma} U^{0}=\bar{\delta} K$,
$\psi 8=-\bar{\delta} \nu^{0}+\frac{1}{6} \psi_{2}^{0}(\bar{\delta} \delta \bar{\psi} 0-4 K \bar{\psi} 0)$,
$\bar{\psi} 0=0, \quad \psi_{2}^{0}=\bar{\psi} 2$,

$$
\begin{equation*}
\dot{\psi}_{2}+3\left(\gamma^{0}+\bar{\gamma}^{0}\right) \psi \ell=-\gamma \psi \varrho . \tag{3.7k}
\end{equation*}
$$

To analyze these results, we shall impose the regularity condition $P=P_{0}(1+I)$ and use the properties of the operator $\delta$ (edth), which is defined as

$$
\begin{equation*}
\partial \eta=2 P^{1-s} \frac{\partial}{\partial \zeta}\left(P^{s} \eta\right) \tag{3.8}
\end{equation*}
$$

for any function $\eta$ of spin weight $s$. It will again be assumed that the reader is familiar with this operator and the related class of spin-weighted functions. ${ }^{7}$

First, we note that ( 3.7 k ) implies

$$
\begin{equation*}
\succ_{0} \psi \frac{0}{0}=0 \tag{3.9}
\end{equation*}
$$

where $\delta_{0}$ is defined with respect to $P_{0}$. This in turn implies that $\psi \ell$ is an $l=0$ spherical harmonic, i.e.,

$$
\begin{equation*}
\psi_{2}=-M(u) \tag{3.10}
\end{equation*}
$$

where $M(u)$ is related to the "mass" of the singularity. (For the Schwarzschild solution, $\psi 2=$ $-\sqrt{2} \mathrm{~km}$, where $k$ is twice the gravitational constant and $m$ is the Schwarzschild mass.) Now, consider Eq. (3.7e). Since $Z^{0}$ and $\psi_{0}^{0}$ are, respectively, $s=1$ and $s=2$ quantities, we can write

$$
\begin{equation*}
Z^{0}=\gamma V, \quad \psi 8=\gamma^{2} R, \tag{3.11}
\end{equation*}
$$

where $V$ and $R$ are both $s=0$ quantities. Substituting (3.10) and (3.11) into (3.7e), we obtain

$$
\begin{equation*}
\gamma^{2}\left(V-\frac{4}{3} M R\right)=0 \tag{3.12}
\end{equation*}
$$

which implies that

$$
V=\frac{4}{3} M R+J,
$$

where $J$ is an $s=0$ quantity satisfying $\partial^{2} J=0$. By means of the coordinate freedom $\zeta^{\prime}=g(u, \zeta)$, it can be shown that $J$ can be transformed away. Therefore, we have

$$
\begin{equation*}
V=\frac{4}{3} M R \tag{3.13}
\end{equation*}
$$

If we now substitute (3.7f), (3.7i), (3.10), and (3.13) into (3.71), we get

$$
\begin{equation*}
\dot{M}-3 M \dot{P} / P=\delta \bar{\delta}[K-M(R+\bar{R})] . \tag{3.14}
\end{equation*}
$$

With the use of the regularity condition $P=$ $P_{0}(1+I)$ and the expression (3.7d) for $K$, Eq. (3.14) becomes

$$
\begin{array}{r}
\dot{M}-3 M \dot{P}_{0} / P_{0}-3 M \dot{I} /(1+I)^{2} \delta_{0} \bar{\delta}_{0}\left[(1+I)^{2}\right. \\
\left.+(1+I) \delta_{0} \bar{\delta}_{0} I-\delta_{0} I \cdot \bar{\delta}_{0} I-M^{2}(R+\bar{R})\right] .
\end{array}
$$

By carrying out the differentiation of the terms inside the bracket, we can write this equation further as

$$
\begin{align*}
& \dot{M}-3 M \dot{P}_{0} / P_{0}-3 M \dot{I} /(1+I)^{3}\left(\delta_{0} \bar{\delta}_{0} \delta_{0} \bar{\delta}_{0} I\right. \\
& \left.+2 \delta_{0} \bar{\delta}_{0} I\right)-(1+I)^{2} \gamma_{0}^{2} I \cdot \bar{\delta}_{0}^{2} I  \tag{3.15}\\
& -M^{2}(1+I)^{2} \succ_{0} \overline{\bar{\delta}}_{0}(R+\bar{R}) .
\end{align*}
$$

Formally, this equation can be decomposed into spherical harmonics such that the $l=0$ part gives the time dependence of the "mass" $M$, the $l=.1$ part gives the equation of motion in terms of $P_{0} / P_{0}$, and the $l>2$ parts give the time development of the internal degrees of freedom 1 . However, due to its extreme nonlinearity, it is more enlightening to consider the linearized version of (3.15).

Under the assumption that $\dot{P}_{0} / P_{0}, I$, and $R$ are first-order quantities, the linearization of (3.15) yields

$$
\begin{align*}
\dot{M}-3 M \dot{P}_{0} / P_{0}-3 M \dot{I} & =\gamma_{0} \bar{\delta}_{0} \delta_{0} \bar{\delta}_{0} I+2 \delta_{0} \bar{\delta}_{0} I \\
& -M^{2} \delta_{0} \bar{\delta}_{0}(R+\bar{R}) \tag{3.16}
\end{align*}
$$

Note that since $\psi 8$ is expandable in spin- 2 spherical harmonics starting with $l=2, R$ must be expandable in $l \geqslant 2$ spherical harmonics. Because of the linearity of (3.16), we can (without loss of generality) let $R$ have a definite $l$ value, i.e., $\delta_{0} \overline{\mathrm{\delta}}_{0} R=-l(l+1) R$. Then the decomposition of (3.16) yields

$$
\begin{align*}
& l=0, \quad \dot{M}=0,  \tag{3.17a}\\
& l=1, \quad M \dot{P}_{0} / P_{0}=0,  \tag{3.17b}\\
& l \geqslant 2, \quad \dot{I}+3 M^{-1} l(l+1)[l(l+1)-2] I \\
&  \tag{3.17c}\\
& =\frac{1}{3} M l(l+1)(R+\bar{R})
\end{align*}
$$

Thus, from (3.17a) and (3.17b), we see that the singularity moves with a constant mass and zero acceleration, while from (3.17c) we get the solution

$$
\begin{align*}
& I=e^{-u / u_{0}} \\
& \times\left(I_{0}(\zeta, \bar{\zeta})-\frac{1}{3} M l(l+1) \int(R+\bar{R}) e^{-u / u_{0}} d u\right), \tag{3.18}
\end{align*}
$$

where

$$
\begin{equation*}
\left(u_{0}\right)^{-1}=3 M^{-1} l(l+1)[l(l+1)-2] \tag{3.19}
\end{equation*}
$$

Equation (3.18) shows how the internal degrees of freedom are driven by the incoming gravitational field $\psi 8$ or $R$.
In the test-particle limit ( $M \rightarrow 0$ ), we, of course, obtain from (3.17a), (3.17b), and (3.18) the usual results $P_{0} / P_{0}=0$ and $I=0$, i.e., the test particle moves along a geodesic in the regular background space. However, if we constrain $I$ to be zero before going to the test-particle limit, we obtain an interesting result: The world line of the particle is not only a geodesic but also part of a rigid geodesic congruence. To show this, we set $I=0$ in (3.15) and decompose the resulting equation into spherical harmonics. Then we get
$l=0, \quad \dot{M}=0 \quad$ or $M=$ const,
$l=1, \quad M \dot{P}_{0} / P_{0}=0 \quad$ or $\dot{P}_{0} / P_{0}=0$,
$l \geqslant 2, \quad M^{2}(R+\bar{R})=0 \quad$ or $R+\bar{R}=0$.
In the limit $M \rightarrow 0,(3,20 \mathrm{~b})$ implies that the world line $r=0$ is a geodesic while (3.20c) implies that $R$ is pure imaginary, i.e.,

$$
\begin{equation*}
R=i_{\mathrm{X}} \tag{3.21}
\end{equation*}
$$

where $\chi$ is real. It follows from this that

$$
\begin{equation*}
\psi 8=i \delta_{0}^{2} \chi \tag{3.22}
\end{equation*}
$$

which shows that $\psi 8$ is pure magnetic. As we shall now prove, the vanishing of the electric part of $\psi 8$ implies that neighboring geodesics have zero relative acceleration with respect to the world line $r=0$.

Given a timelike geodesic congruence, the relative acceleration between any two neighboring geodesics of the congruence, $L_{1}$ and $L_{2}$ say, is expressed by the equation of geodesic deviation ${ }^{8}$

$$
\begin{equation*}
\frac{D^{2} \eta^{\mu}}{D u^{2}}=R^{\mu \nu \rho \sigma_{\nu}} t_{\nu} \eta_{\bar{\sigma}} \tag{3.23}
\end{equation*}
$$

where $t^{\mu}$ is the tangent vector to the congruence of timelike geodesics parametrized by the proper time $u\left(t^{\mu} t_{\mu}=1\right), \eta^{\mu}$ is a vector orthogonal to $t^{\mu}$ which connects points of $L_{1}$ and $L_{2}, D$ denotes absolute differentiation along $t^{\mu}$, and $R^{\mu \nu \rho \sigma}$ is the Rieman tensor. The tangent vector $t^{\mu}$ may be written in terms of the null tetrad vectors ( $l^{\mu}, n^{\mu}$, $m^{\mu}, \bar{m}^{\mu}$ ) as

$$
\begin{equation*}
t^{\mu}=2^{-1 / 2}\left(l^{\mu}+n^{\mu}\right) \tag{3.24}
\end{equation*}
$$

and in empty space $R^{\mu \nu \rho \sigma}$ may be replaced by the Weyl tensor $C^{\mu \nu \rho \sigma}$. Hence, the equation for geodesic deviation can be rewritten in empty space as

$$
\begin{equation*}
\frac{D^{2} \eta^{\mu}}{D u^{2}}=C^{\mu \sigma} \eta_{\sigma} \tag{3.25}
\end{equation*}
$$

where $C^{\mu 0}$ is given by

$$
\begin{equation*}
C^{\mu \sigma}=2 C^{\mu \nu \rho \sigma} t_{\nu} t_{\rho}=C^{\mu \nu \rho \sigma}\left(l_{\nu}+n_{\nu}\right)\left(l_{\rho}+n_{\rho}\right) \tag{3.26}
\end{equation*}
$$

and has the properties

$$
\begin{equation*}
C^{\mu \sigma}=C^{(\mu \sigma)}, \quad C_{\mu}^{\mu}=0, \quad C_{\mu \nu} \nu^{\nu}=0 \tag{3.27}
\end{equation*}
$$

It can be seen from these properties that $C_{\mu \nu}$ has only five independent real components. We choose these components to be the two complex scalars, $\Omega_{1}$ and $\Omega_{2}$ and the real scalar $\Omega_{3}$, defined by

$$
\begin{array}{r}
\Omega_{1}=-C_{\mu \nu} m^{\mu} m^{\nu}, \quad \Omega_{2}=-C_{\mu \nu} l^{\mu} m^{\nu} \\
\Omega_{3}=-C_{\mu \nu} \bar{m}^{\mu} m^{\nu} \tag{3.28}
\end{array}
$$

From the definitions of the tetrad components of the Weyl tensor, we can also express (3.28) as

$$
\begin{align*}
& \Omega_{1}=-\left(\psi_{0}+\bar{\psi}_{4}\right), \quad \Omega_{2}=\psi_{1}-\bar{\psi}_{3} \\
& \Omega_{3}=\psi_{2}+\bar{\psi}_{2} \tag{3.29}
\end{align*}
$$

Now, let $I=0$ and $M \rightarrow 0$ so that the world line $r=0$ becomes a timelike geodesic, which we can identify with $L_{1}$, and $\psi 8$ becomes pure magnetic, $\psi 8=i \delta_{0}^{2} \mathrm{x}$. From (3.7h) we find that in the limit $M \rightarrow 0$

$$
\begin{equation*}
\gamma_{0} \overline{\bar{\delta}}_{0} x=-6 x \tag{3.30}
\end{equation*}
$$

which shows that X is an $l=2$ spherical harmonic. Then, using this in (3.3a)-(3.3e), we get the following values for $\psi_{0}$ to $\psi_{4}$ on the world line $r=0$ :

$$
\begin{align*}
& \psi_{0}=\psi 8=i \gamma_{0}^{2} \mathrm{X}  \tag{3.31a}\\
& \psi_{1}=-\frac{1}{4} \bar{\delta}_{0} \psi 8=i \gamma_{0} \mathrm{X}  \tag{3.31b}\\
& \psi_{2}=\frac{1}{12} \bar{\delta}_{0}^{2} \psi_{0}^{0}=2 i \chi_{\mathrm{X}}  \tag{3.31c}\\
& \psi_{3}=-\frac{1}{24} \bar{\delta}_{0}^{3} \psi 8=-i \bar{\delta}_{0 \mathrm{X}}  \tag{3.31d}\\
& \psi_{4}=\frac{1}{24} \bar{\delta}_{0}^{4} \psi_{0}^{0}=i \bar{\delta}_{0}^{2} \mathrm{X} \tag{3.31e}
\end{align*}
$$

[Note that the $O(1)$ term in $\psi_{4}$ was explicitly evaluated by adding another term to $\psi_{0}$, i.e., $\psi_{0}$ $\left.=\psi 8+\psi b_{0} r+\psi{ }_{0}^{2} r^{2}+O\left(r^{3}\right).\right]$
Substituting (3.31a)-(3.31e) into (3.29), we obtain

$$
\begin{equation*}
\Omega_{1}=\Omega_{2}=\Omega_{3}=0 \tag{3.32}
\end{equation*}
$$

which means that $C_{\mu \nu}=0$, or

$$
\frac{D^{2} \eta^{\mu}}{D u^{2}}=0
$$

Therefore, the vanishing of the electric part of $\psi 8$ (under the constraint $I=0$ and in the testparticle limit $M \rightarrow 0$ ) implies that neighboring geodesics have zero geodesic deviation from the geodesic $r=0$.
Finally, we consider how the incoming field $\psi 8$ and the radiation field $\psi_{4}^{0}$ are affected by the motion and structure of the singularity. The former is modified by the presence of the singularity through Eq. (3.7h), which can be rewritten as

$$
\begin{equation*}
{\delta^{2} \bar{\delta} \delta R+6 K \delta^{2} R=3 M \psi \frac{1}{0}, ~}_{2} \tag{3.33}
\end{equation*}
$$

where use was made of the relation ( $\bar{\delta} \bar{\delta}-\delta \bar{\delta}) \eta=$ $2 s K \eta$. Thus the incoming field drives the internal degrees of freedom of the singularity and is in turn affected by the presence of the singularity. In the case of the radiation field, we can express (3.7j) as

$$
\begin{align*}
\psi \%= & \delta^{2}\left[\frac{1}{4}\left(\bar{\delta} Z^{0}+\gamma \bar{Z}^{0}\right)-\dot{P} / P\right]+\frac{1}{3} \psi_{2}^{0} \\
& \times\left(\bar{\delta}_{\bar{\psi}}^{0}-6 K \bar{\psi} 0\right)=\gamma^{2}\left[\frac{1}{3} M \delta \bar{\delta}(R+\bar{R})( \right.  \tag{3.34}\\
& \left.-\dot{P}_{0} / P_{0}-\dot{I} /(1+I)\right]+M\left(2 K \bar{\psi}_{0}-M \bar{\psi}_{0}^{1}\right) .
\end{align*}
$$

In the linear approximation, this becomes

$$
\begin{equation*}
\psi \phi=\bar{\delta}_{0}^{2}\left[\frac{1}{3} M \gamma_{0} \bar{\delta}_{0} R-\dot{I}\right], \tag{3.35}
\end{equation*}
$$

where the first term represents the contribution of the incoming field $R$ and the second term represents radiation from a $2^{2}$-pole source. ${ }^{9}$

## 4. MOTION IN THE EINSTEIN-MAXWELL THEORY

We now consider the motion and structure of singularities in the presence of both incoming gravitational and electromagnetic fields. Again, the Einstein-Maxwell equations are first integrated under the assumption $\rho=-r^{-1}+O(r)$ and $\sigma=O(r)$, and the solutions are then analyzed with the use of the regularity condition $P=P_{0}(1+I)$. The calculations become much more tedious and the details, which can be found elsewhere, ${ }^{6}$ will not be given here.
In the presence of a Maxwell field $F_{\mu \nu}$, the two "radial" spin-coefficient equations (3.1) get modified as follows:

$$
\begin{equation*}
\frac{\partial \rho}{\partial r}=\rho^{2}+\sigma \bar{\sigma}+k \varphi_{0} \bar{\varphi}_{0}, \frac{\partial \sigma}{\partial r}=2 \rho \sigma+\psi_{0} \tag{4.1}
\end{equation*}
$$

where $\varphi_{0}$, which represents the incoming electromagnetic field, is given by $\varphi_{0}=F_{\mu \nu} l^{\mu} m^{\nu}$, and the coupling constant $k$ is twice the Newtonian gravitational constant $G$. If we again integrate (4.1) under the condition $\rho=-r^{-1}+O(r)$ and $\sigma=O(r)$,
we find that $\psi_{0}=O(1)$ and $\varphi_{0}=O(1) .{ }^{6}$ Therefore, condition (2.3) excludes not only intrinsic mass quadrupole and higher multipole moments but also intrinsic electromagnetic dipole and higher moments (i.e., $r^{-3}$ and higher singularities in $\varphi_{0}$ ). In integrating the radial equations, we take $\psi \frac{0}{8}$, the coefficient of $r^{-4}$ in the Weyl tensor, to be zero although it is very likely that, under condition (2.3), $\psi_{1}$ vanishes identically, as in the emptyspace case.
With the information that the incoming fields $\psi_{0}$ and $\varphi_{0}$ have to be regular functions of $r$ around $r=0$, we may assume that they have the following explicit forms:

$$
\begin{align*}
& \psi_{0}=\psi_{0}^{0}+\psi_{0}^{1} r+\psi_{0}^{2} r^{2}+O\left(r^{3}\right), \\
& \varphi_{0}=\varphi_{0}^{0}+\varphi_{0}^{1} r+\varphi_{0}^{2} r^{2}+O\left(r^{3}\right) . \tag{4.2}
\end{align*}
$$

We can again integrate the "radial" spin-coefficient equations asymptotically around $r=0$, obtaining at each step a "constant" independent of $r$. The results of the "radial" integration are extremely long, so we shall give here only the relationships among the "constants" and the differential equations for $\psi_{2}^{0}$ and $\varphi_{1}^{0}$, which are respectively the coefficients of $r^{-3}$ in the Weyl tensor and of $r^{-2}$ in the Maxwell tensor.
A. Relationships among the "constants":

$$
\begin{align*}
& \omega^{0}=\psi_{1}^{0}=\varphi_{0}^{1}=0, \quad \tau^{0}=\bar{\alpha}^{0}+\beta^{0}=0,  \tag{4.3a}\\
& \xi^{02}=i \xi^{03}=-P(u, \zeta, \bar{\zeta}), \quad P=\bar{P},  \tag{4.3b}\\
& K \equiv б \bar{\delta} \log P \text {, }  \tag{4.3c}\\
& \alpha^{0}=-\bar{\beta}^{0}=-\frac{\partial P}{\partial \bar{\zeta}}-\frac{k}{2} \bar{\varphi}_{0} \varphi_{1}^{0},  \tag{4.3~d}\\
& \lambda^{0}=k \bar{\varphi} 0_{0} \bar{\gamma} \varphi_{1}^{0}-k^{2}\left(\bar{\varphi}_{0} \varphi_{1}^{0}\right)^{2},  \tag{4.3e}\\
& Z^{0} \equiv P^{-1}\left(X^{02}+i X^{03}\right),  \tag{4.3f}\\
& \delta Z^{0}=2 k \varphi_{0}^{0} \bar{\varphi}_{2}^{0}-\frac{4}{3} \psi_{2}^{0} \psi_{0}^{0}-k \psi \psi_{0}^{1}\left|\varphi_{1}^{0}\right|^{2},  \tag{4.3~g}\\
& U^{0}=-K+\frac{32}{3} k^{2}\left|\varphi_{0}^{0}\right|^{2}\left|\varphi_{1}^{0}\right|^{2}-2 k \varphi_{1}^{0} \gamma \bar{\varphi}_{0}^{0} \\
& -2 k \bar{\varphi}_{1} \bar{\gamma}^{\bar{\delta}} \varphi,  \tag{4.3h}\\
& \mu^{0}=-K+8 k^{2}\left|\varphi_{0}\right|^{2}\left|\varphi_{1}^{0}\right|^{2}-2 k \varphi_{1}^{0} \bar{\delta} \bar{\varphi}_{0}-k \bar{\varphi}_{1}^{0} \overline{\bar{\delta}} \varphi_{0}^{0}, \\
& \gamma^{0}=-\frac{1}{2} \dot{P} / P+\frac{1}{4} \overline{\bar{\delta}} Z^{0}+\frac{1}{3} k \psi_{2}^{0}\left|\varphi_{0}^{0}\right|^{2}  \tag{4.3i}\\
& +\frac{1}{2} \operatorname{Im}\left(Z^{0} \bar{\gamma} \log P\right),  \tag{4.3j}\\
& \psi \%=\bar{\psi}{ }_{2},  \tag{4.3k}\\
& \bar{\gamma} \ell_{2}=2 k \varphi_{1}^{0} \bar{\varphi}_{2}-2 k \psi{ }_{2} \varphi_{0}^{0} \bar{\varphi}_{1},  \tag{4.31}\\
& \delta_{\varphi} 0=-3 k \varphi \varphi_{0}\left|\varphi_{1}^{0}\right|^{2} \text {, } \tag{4.3~m}
\end{align*}
$$

## B. Differential Equations:

$$
\begin{align*}
\dot{\varphi} Q & -2(\dot{\boldsymbol{P}} / P) \varphi_{1} \rho+\frac{1}{2}\left[\delta\left(\varphi_{1} \bar{Z}^{0}\right)+\bar{\delta}\left(\varphi_{1}^{0} Z^{0}\right)\right] \\
& =-\gamma \varphi_{2}^{\varrho}-\bar{\delta}\left(\psi_{2}^{0} \varphi_{0}\right) . \tag{4.4}
\end{align*}
$$

$$
\dot{\psi}_{2}-3(\dot{P} / P) \psi_{2}^{0}+k\left|\psi_{2} \varphi_{0}^{0}\right|^{2}+\frac{3}{4} \psi_{2}\left(\gamma \bar{Z}^{0}+\bar{\delta} Z^{0}\right)
$$

$$
+\frac{1}{2}\left(Z^{0} \bar{\gamma} \psi_{2}^{0}+\bar{Z}^{0} \gamma \psi \psi_{2}^{0}\right)=-\gamma \bar{\gamma} K+3 \dot{k}\left[\varphi_{1}^{0} \delta(\bar{\varphi} \delta K)\right.
$$

$$
\left.+\bar{\varphi}_{1}^{0} \bar{\delta}\left(\varphi_{0}^{0} K\right)\right]+k \varphi \sum_{2} \bar{\varphi}_{2}^{0}+\frac{1}{4} k\left|\varphi_{1}^{0}\right|^{2}\left(\partial^{2} \bar{\psi}_{0}^{0}\right.
$$

$$
\left.+\bar{\delta}^{2} \psi_{0}^{0}\right)+\frac{3}{4} k\left(\varphi_{1}^{0} \delta \bar{\varphi}_{1}^{0} \cdot \delta \bar{\psi}_{0}^{0}+\bar{\varphi}_{1}^{0} \bar{\delta}_{\varphi_{1}^{0}}^{0} \cdot \bar{\gamma}_{\psi_{0}^{0}}^{0}\right)
$$

$$
+\frac{1}{2} k\left(\psi 8 \bar{\varphi}_{1}^{0} \bar{\delta}^{2} \varphi_{1}^{0}+\bar{\psi}_{0}^{0} \varphi_{1}^{0}{ }^{2} \bar{\varphi}_{1}^{0}\right)-\frac{3}{2} k\left(\bar{\gamma}_{\varphi} \bar{\varphi}_{1} \cdot \bar{\delta}^{2} \varphi 8\right.
$$

$$
\left.+\bar{\delta} \varphi_{1}^{0} \cdot \delta^{2} \bar{\varphi}_{0}^{0}\right)-36 k^{2}\left|\varphi_{0}^{0}\right|^{2}\left|\varphi_{1}^{0}\right|^{2} K
$$

$$
+\frac{5}{2} k^{2}\left[\left(\varphi_{1}^{0}\right)^{2 \gamma}\left(\bar{\varphi}_{0}^{2} \bar{\varphi}_{1}^{0}\right)+\left(\bar{\varphi}_{1}^{0}\right)^{2} \bar{\gamma}\left(\varphi_{0}^{2} \varphi_{1}^{0}\right)\right]
$$

$$
+3 k^{2}\left[\left(\varphi_{1} \gamma_{\bar{\varphi}}^{0}\right)^{2}+\left(\bar{\varphi}_{1} \bar{\gamma} \varphi_{0}^{0}\right)^{2}\right]-\frac{9}{2}
$$

$$
\times k^{2}\left|\varphi_{1}\right|^{2}\left(\psi_{0}^{0} \bar{\varphi}_{0} \bar{\delta} \varphi_{1}^{0}+\bar{\psi}_{0}^{0} \varphi_{0}^{0} \delta_{\varphi_{1}^{0}}^{0}\right)
$$

$$
+9 k^{2}\left|\varphi_{0} \delta \bar{\varphi}_{1}^{0}\right|^{2}+\frac{27}{2} k^{2}\left(\varphi_{0}^{0} \bar{\varphi}_{1}^{0} \delta \bar{\varphi}_{0} 0 \cdot \bar{\delta} \varphi_{1}^{0}\right.
$$

$$
\left.+\bar{\varphi} \theta_{0} \varphi_{1}^{0} \bar{\delta} \varphi 8 \cdot \delta \bar{\varphi}_{1}^{0}\right)+18 k^{2}\left|\varphi_{1}^{0} \delta \bar{\varphi}_{0}\right|^{2}
$$

$$
+3 k^{2}\left[\bar{\varphi}_{0}\left(\varphi_{1}^{0}\right)^{2} \gamma^{2} \bar{\varphi} 0+\varphi_{0}^{0}(\bar{\varphi} 0)^{2} \bar{\delta}^{2} \varphi_{0}^{0}\right]
$$

$$
-\frac{9}{4} k^{2}\left|\varphi_{1}^{0}\right|^{2}\left(\varphi_{0}^{0} \bar{\varphi}_{1}^{0 \gamma} \bar{\psi} 8+\bar{\varphi} \overline{0}_{0} \varphi_{1}^{0} \overline{\bar{\delta}} \psi 8\right)
$$

$$
-15 k^{3}\left|\varphi_{1}\right|^{4}\left(\varphi_{0}^{0} \bar{\varphi}_{0}^{2}+\bar{\varphi} 8 \varphi_{0}^{2}\right)-\frac{225}{2}
$$

$$
\times k^{3}\left|\varphi_{0}\right|^{2}\left|\varphi_{1}^{0}\right|^{2}\left(\varphi_{1} \rho_{1} \bar{\varphi}_{0}+\bar{\varphi}_{1}^{0} \bar{\delta} \varphi_{0}^{0}\right)
$$

$$
-\frac{15}{2} k^{3}\left|\varphi_{1}^{0}\right|^{2}\left[\psi 8\left(\bar{\varphi} \bar{\phi}_{1} 0\right)^{2}+\bar{\psi} 8\left(\varphi_{8} \bar{\varphi}_{1}^{0}\right)^{2}\right]
$$

$$
-\frac{81}{2} k^{3}\left|\varphi_{1}^{0}\right|^{2}\left[\varphi_{0}^{0}\left(\bar{\varphi}_{1}^{0}\right)^{2} \bar{\delta}_{\varphi_{1}^{0}}^{0}+\bar{\varphi} \delta_{0}\left(\varphi_{1}^{0}\right)^{2} \gamma \bar{\varphi}_{1}^{0}\right]
$$

These results are obviously much more complicated and nonlinear than those of the empty-space calculations. Though in principle we could extract equations of motion from (4.5) and (4.4), it is more instructive to use a linear approximation

$$
\begin{equation*}
+423 k^{4}\left|\varphi_{0}^{0}\right|^{4}\left|\varphi_{1}^{0}\right|^{4} . \tag{4.5}
\end{equation*}
$$ procedure for the present. Thus, we impose the

$$
\begin{align*}
& \bar{\delta} \delta \psi 8=-3 \psi \psi_{2} \psi_{0}^{1}-\frac{12}{5} k \psi_{0}^{2}\left|\varphi_{1}^{0}\right|^{2}+6 k \bar{\varphi}_{0}^{0} \varphi_{1}^{0} \delta \psi 8 \\
& +2 k \varphi \bar{\delta}_{1}^{0} \bar{\delta} \psi_{0}+10 k \varphi_{0}^{2} \bar{\phi} \bar{\varphi}_{1}^{0}-6 k \bar{\varphi}_{1}^{0} \gamma \varphi_{0}^{2}  \tag{4.30}\\
& -10 k \psi 8 \bar{\varphi}_{1}^{0} \bar{\delta} \varphi 8+\frac{114}{15} k^{2} \psi 8|\varphi 8|^{2}\left|\varphi_{1}^{0}\right|^{2} \text {, } \\
& \psi_{3}^{0}=\bar{\delta} K-3 k \bar{\varphi} \varphi_{0}^{0} K+\frac{3}{2} k \bar{\varphi}_{1} \bar{\delta}^{2} \varphi_{0}^{0}+\frac{5}{2} k \bar{\delta} \varphi_{1}^{0} \cdot \bar{\varphi}_{0}^{0} \\
& +3 k^{2} \bar{\psi} 8 \varphi \bar{\phi}_{1}^{O}|\varphi \mathcal{Y}|^{2}-k^{2} \bar{\varphi}_{0}^{2} \varphi_{1}^{O}\left|\varphi_{1}^{0}\right|^{2} \\
& -\frac{1}{2} k \varphi_{1}^{0} \delta\left(\bar{\psi} 8 \bar{\varphi} \bar{Q}_{1}\right)-15 k^{2} \bar{\varphi}_{8}\left|\varphi_{1}^{0}\right|^{2} \bar{\delta} \varphi 8  \tag{4.3p}\\
& -\frac{41}{3} k^{2} \bar{\varphi}_{1}^{0}\left|\varphi_{0}\right|^{2} \bar{\delta} \varphi_{1}^{0}-3 k^{2} \bar{\varphi}_{0}^{0}\left(\varphi_{1}^{0}\right)^{2} \delta \bar{\varphi}_{0}^{0} \\
& +\frac{89}{2} k^{3} \bar{\varphi}_{0}^{0} \varphi_{1}^{0}\left|\varphi_{0}\right|^{2}\left|\varphi_{1}^{0}\right|^{2} .
\end{align*}
$$

regularity condition $P=P_{0}(1+I)$ and assume that $P_{0} / P_{0}$ and $I$ are first-order quantities. In addition, we carry out the analysis only up to first order in the coupling constant $k$.
Now, since $\varphi 0, \varphi_{2}^{0}$, and $\psi_{0}^{0}$ have spin weights +1 , -1 , and +2 , respectively, we can write them as

$$
\begin{equation*}
\varphi_{8}=\gamma A, \quad \varphi_{2}=\bar{\delta} B, \quad \psi 8=\gamma^{2} G, \tag{4.6}
\end{equation*}
$$

where $A, B$, and $G$ are all spin-weight zero variables. Next, from ( 4.3 m ) we find that

$$
\succ_{0} \varphi_{1}^{0}=O(k)
$$

which implies that

$$
\begin{equation*}
\varphi_{1}^{0}=E(u)+O(k) \tag{4.7}
\end{equation*}
$$

Then, substituting $\psi 8=\delta^{2} G$ into (4.30) and using the commutation relation for $\delta$ and $\bar{\delta}$, we obtain

$$
\begin{equation*}
\bar{\delta} \delta^{3} G=\gamma^{2} \delta \bar{\delta} G+6 K \delta^{2} G=O(k), \tag{4.8}
\end{equation*}
$$

where we have also used the fact that there is a $k$ in $\psi \frac{0}{2}$ (c.f. Schwarzschild solution: $\psi 0=-\sqrt{2} \mathrm{~km}$ ). In the linear approximation, Eq. $(4,8)$ becomes

$$
\check{\delta}_{0}\left(\delta_{0} \bar{\delta}_{0} G+6 G\right)=O(k)
$$

which implies that $G=R+O(k)$, where $R$ is an $l=2$ spherical harmonic, i.e.,

$$
\begin{equation*}
\gamma_{0} \bar{\delta}_{0} R=-6 R . \tag{4.9}
\end{equation*}
$$

Therefore, $\psi 8$ is given by

$$
\begin{equation*}
\psi 8=\delta_{0}^{2} \boldsymbol{R}+O(k) \tag{4.10}
\end{equation*}
$$

If we substitute this together with (4.7) into (4.3n), we get

$$
\begin{equation*}
\succ_{0}^{2} A=-\frac{1}{3} E \partial{ }_{0}^{2} R+O(k), \tag{4.11}
\end{equation*}
$$

whose homogeneous part has the solution $A=F, F$ being an $l=1$ spherical harmonic. Hence, the complete linearized solution of (4.11) is

$$
\begin{equation*}
A=F-\frac{1}{3} E R+O(k) \tag{4.12}
\end{equation*}
$$

i.e.,

$$
\begin{equation*}
\varphi_{0}^{8}=ð_{0} F-\frac{1}{3} E ठ_{0} R+O(k) . \tag{4.13}
\end{equation*}
$$

From (4. 3 g ) we find next that

$$
\bar{Z} Z^{0}=O(k)
$$

Since the homogeneous part of this equation can be transformed away by means of the coordinate freedom $\zeta^{\prime}=g(u, \zeta)$, we therefore have

$$
\begin{equation*}
Z^{0}=O(k) \tag{4.14}
\end{equation*}
$$

Now, linearizing (4.4), we obtain

$$
\begin{equation*}
\chi_{0} \bar{\delta}_{0} B=-\dot{E}+2 E \dot{P}_{0} / P_{0}+2 \dot{I}+O(k) \tag{4.15}
\end{equation*}
$$

If $I$ is assumed to have a definite $l$ value, i.e., $\delta_{0} \overline{\bar{\delta}}_{0} I=-l(l+1) I$, then (4.4) can be decomposed such that

$$
\begin{equation*}
\dot{E}=O(k) \tag{4.16a}
\end{equation*}
$$

and

$$
\begin{equation*}
B=-E \dot{P}_{0} / P_{0}-[2 E / l(l+1)] \dot{I}+O(k) \tag{4.16b}
\end{equation*}
$$

Equation (4.16a) implies that

$$
\begin{equation*}
E=e+O(k) \tag{4.17}
\end{equation*}
$$

where the constant $e$, assumed to be real, is just the charge of the singularity (cf. Reissner-Nordström solution: $\varphi_{1}^{0}=e$ ). With this result, $\varphi_{1}$, $\varphi 8$, and $\varphi 2$ become

$$
\begin{align*}
& \varphi 1=e+O(k),  \tag{4.18a}\\
& \varphi 8={\delta_{0}}_{0} F-\frac{1}{3} e \chi_{0} R+O(k),  \tag{4.18b}\\
& \varphi Q=-e \bar{\gamma}_{0}\left(\dot{P}_{0} / P_{0}\right)-[2 e / l(l+1)] \bar{\delta}_{0} \dot{I}+O(k), \tag{4.18c}
\end{align*}
$$

Substituting all these into (4.31), we then obtain
$\chi_{0} \psi_{2}^{0}=-2 k e^{2 \chi_{0}}\left(\dot{P}_{0} / P_{0}+[2 / l(l+1)] \dot{I}\right)+O\left(k^{2}\right)$, which has the general solution

$$
\begin{align*}
\psi \%=-k W(u)-2 k e^{2} \dot{P}_{0} / P_{0}-\left[4 k e^{2} / l(l\right. & +1) \dot{I} \\
& +O\left(k^{2}\right) \tag{4.19}
\end{align*}
$$

where $-k W(u)$ is the solution of the homogeneous part.
Finally, we consider the linearization of (4.5). Substituting into this equation the expressions for $\varphi_{1}^{0}, \varphi_{0}^{0}, \varphi_{2}^{0}, \psi_{0}^{0}$, and $\psi_{2}^{0}$ obtained previously, we get to first order in $k$

$$
\begin{align*}
& k \dot{W}+2 k e^{2}\left(\ddot{P}_{0} / P_{0}+\ddot{\xi}^{2} / 2\right)+\left[4 k e^{2} / l(l+1) \ddot{I}\right. \\
& -3 k W \dot{P}_{0} / P_{0}-3 k W \dot{I}=\chi_{0} \bar{ठ}_{0} \chi_{0} \bar{\varnothing}_{0} I \\
& +2 \text { б }_{0} \overline{\bar{\delta}}_{0} I-3 k e \text { б }_{0} \overline{\bar{\delta}}_{0}(F+\bar{F})+k e^{2 \gamma_{0}} \overline{\bar{\delta}}_{0}(R+\bar{R}) \\
& -\frac{1}{4} k e^{2}\left(\gamma_{0}^{2} \bar{\gamma}_{0}^{2} \bar{R}+\bar{\gamma}_{0}^{2} \gamma_{0}^{2} R\right)+O\left(k^{2}\right), \tag{4.20}
\end{align*}
$$

where $\ddot{\xi}^{2} \equiv \ddot{\xi}^{\alpha} \ddot{\xi}_{\alpha}$ comes from the identity ${ }^{6}$
$\delta_{0}\left(\dot{P}_{0} / P_{0}\right) \cdot \bar{\delta}_{0}\left(\dot{P}_{0} / P_{0}\right)=-\left[\left(\dot{P}_{0} / P_{0}\right)^{2}+\ddot{\xi}^{2} / 2\right]$.
Since $F$ and $R$ are $l=1$ and $l=2$ spherical harmonics, respectively, and since $\delta_{0} \overrightarrow{\bar{\delta}}_{0} I=$ $-l(l+1) I$, Eq. (4.20) can be simplified further to yield

$$
\begin{aligned}
k \dot{W} & +2 k e^{2}\left(\ddot{P}_{0} / P_{0}+\ddot{\xi}^{2} / 2\right)+4 k e^{2} \ddot{I} / l(l+1) \\
& -3 k W\left(\dot{P}_{0} / P_{0}\right)-3 k W \dot{I}=l(l+1)[l(l+1)-2] I \\
& +6 k e(F+\bar{F})-12 k e^{2}(R+\bar{R})+O\left(k^{2}\right)
\end{aligned}
$$

If we now decompose this into its different $l$ values, then we obtain
$l=0, \dot{W}=O(k)$,

$$
\begin{align*}
l=1, W\left(\dot{P}_{0} / P_{0}\right)= & -2 e(F+\bar{F})+\frac{2}{3} e^{2}\left(\ddot{P}_{0} / P_{0}\right.  \tag{4.22}\\
& \left.+\ddot{\xi}^{2} / 2\right)+O(k)  \tag{4.23}\\
l=2, \frac{2}{3} k e^{2} \ddot{I}-3 k W \dot{I}-24 I= & -12 k e^{2}(R+\bar{R}) \\
& +O\left(k^{2}\right) \tag{4.24}
\end{align*}
$$

From (4.22) it follows that

$$
\begin{equation*}
W=\sqrt{2} m+O(k) \tag{4.25}
\end{equation*}
$$

where $m$ is a constant which can be identified with the mass of the singularity. Eq. (4.24) shows that in this order of approximation only the $l=2$ part of $I$ is excited by the incoming fields. Substituting (4.25) into (4.23) and taking the limit $k \rightarrow 0$, we get

$$
\begin{equation*}
\sqrt{2} m\left(\dot{P}_{0} / P_{0}\right)=-2 e(F+\bar{F})+\frac{2}{3} e^{2}\left(\ddot{P}_{0} / P_{0}+\ddot{\xi}^{2} / 2\right) \tag{4.26}
\end{equation*}
$$

We will now prove that (4.26) is equivalent to the Lorentz-Dirac equation of motion.
If the Lorentz-Dirac equation is expressed in terms of a parameter which is $\sqrt{2} / 2$ times the proper time on an arbitrary timelike world line in Minkowski space, it becomes
$\sqrt{2} m \ddot{\xi}^{\mu}=2 e \dot{\xi}_{\nu} F^{\nu \mu}+\frac{2}{3} e^{2}\left(\ddot{\xi}^{\mu}+\frac{1}{2} \ddot{\xi}^{2} \dot{\xi}^{\mu}\right)$,
where $\dot{\xi}^{\mu} \dot{\xi}_{\mu}=2$. Multiplying this by $l_{\mu}$ and using the relations, $l_{\mu} \dot{\xi}^{\mu}=1$ and $l_{\mu} \ddot{\xi}^{\mu}=\dot{P}_{0} / P_{0}$, we get $\sqrt{2} m\left(\dot{P}_{0} / P_{0}\right)=2 e F^{\nu \mu} \dot{\xi}_{\nu} l_{\mu}+\frac{2}{3} e^{2}\left(\ddot{P}_{0} / P_{0}+\ddot{\xi}^{2} / 2\right)$.

Now, since $\dot{\xi}_{\nu}$ can be expressed in terms of the tetrad vectors $l_{\nu}$ and $n_{\nu}$ as $\xi_{\nu}=l_{\nu}+n_{\nu}$, and since $F^{\nu \mu}$ is antisymmetric, then

$$
\begin{equation*}
F^{\nu \mu} \dot{\xi}_{\nu} l_{\mu}=F^{\nu \mu} l_{\mu} n_{\nu}=-F^{\mu \nu} l_{\mu} n_{\nu} . \tag{4.29}
\end{equation*}
$$

But from the definition of $\varphi_{1}$, i.e., $\varphi_{1}=\frac{1}{2} F^{\mu \nu}\left(l_{\mu} n_{\nu}\right.$ $\left.+\bar{m}_{\mu} m_{\nu}\right)$, we see that

$$
F^{\mu \nu} l_{\mu} n_{\nu}=\varphi_{1}+\bar{\varphi}_{1}
$$

Hence, the first term on the right of (4.28) can be written as

$$
\begin{equation*}
2 e F^{\nu \mu} \dot{\xi}_{\nu} l_{\mu}=-2 e\left(\varphi_{1}+\vec{\varphi}_{1}\right) \tag{4.30}
\end{equation*}
$$

Now, in the flat-space limit $\left(K \rightarrow 1, I \rightarrow 0, \psi_{a} \rightarrow 0\right.$, $a=0-4$ ) and in the test-charge limit ( $\varphi \rightarrow 0$ ) of the Einstein-Maxwell solutions, the world line $r=0$ becomes a regular world line in flat space and the value of $\varphi_{1}$ on this line can be shown to be ${ }^{6}$

$$
\begin{equation*}
\varphi_{1}=-\frac{1}{2} \bar{\delta}_{0} \varphi 8 \tag{4.31}
\end{equation*}
$$

where $\varphi_{0}$ satisfies the equation [see (4.3n)]

$$
\begin{equation*}
\succ_{0} \varphi_{0}^{0}=0 \tag{4.32}
\end{equation*}
$$

Setting $\varphi 8=\gamma_{0} A$, we see that then (4.32) implies that $A$ is an $l=1$ spherical harmonic, i.e., $A=F$. Therefore, (4.30) becomes

$$
\begin{equation*}
2 e F^{\mu \nu} \dot{\xi}_{\nu} l_{\mu}=e \delta_{0} \bar{\delta}_{0}(F+\bar{F})=-2 e(F+\bar{F}) . \tag{4.33}
\end{equation*}
$$

Substituting this back into (4.28), we get precisely (4.26). Thus, we have shown that (4.26) is equivalent to the Lorentz-Dirac equation, with the Lorentz force appearing in terms of a unique background field $F$ and the Abraham radiation reaction force arising without the use of mass renormalization or ad hoc assumptions.

## 5. SUMMARY AND CONCLUSIONS

We have considered here the extension of a new approach ${ }^{10}$ to equations of motion in general relativity that was presented in an earlier paper. This approach was based on an analysis of motion in terms of the structure and behavior of a family of null cones emanating from a special class of singularities, called elementary singularities. Imposing the condition $\rho=-r^{-1}+O(r)$ and $\sigma=$ $O(r)$ on a family of null hypersurfaces $u=$ const in a general curved space, we were able to define a fundamental 2 -surface (F2S) whose metric is specified by a function $P=P(u, \zeta, \bar{\zeta})$. By assuming that this F2S is a deformed sphere, i.e., $P=$ $P_{0}(1+I)$, we were then able to give an alternative mode of describing motion, in which $\dot{P}_{0} / P_{0}$ is identified with the acceleration and $I$ is interpreted as internal degrees of freedom. If the Weyl tensor is singular at $r=0$, Einstein's field equations yield differential equations governing the behavior of the F2S, from which one could extract equations of motion for the singularity in terms of $\dot{P}_{0} / P_{0}$
as well as equations for the time development of its internal structure $I$.

In this paper we discussed the case where the singularity interacts with both incoming gravitational and electromagnetic fields. We showed (to lowest order) how equations of motion are obtained and how the internal degrees of freedom are driven by the incoming fields (which in turn are modified by the presence of the singularity). In the case of a charged singularity interacting with a Maxwell field, we were able to derive the Lorentz-Dirac equation as a first-order approximation. This is the major result of our work.

In conclusion, we would like to point out some of the difficulties in our approach that must be clarified before it can be considered as an acceptable theory of motion. The primary difficulty is that it appears almost certain that in the neighborhood of the singularity at $r=0$, there exists a horizon that prohibits external fields from penetrating to $r=0$. It thus leaves the meaning of the "external" fields $\psi_{0}$ and $\varphi_{0}$ obscure. Associated with this problem is that of the time development of each term in the expansion of $\psi_{0}$ and $\varphi_{0}$. We do not know the results of studying the higher order $r$ behavior of the solution, e.g., do they lead to compatible equations? Our inclination is to believe that these are not insurmountable difficulties but they nevertheless must be faced.
The work presented here totally neglects the possibility of introducing singularities with internal angular momentum. It now appears that by generalizing the conditions

$$
\rho=-1 / r+O(r), \quad \sigma=O(r)
$$

to

$$
\rho=-\frac{1}{r+i \Sigma}+O(r), \quad \sigma=O(r)
$$

it is possible to study singularities possessing a spin structure, the resulting equations of motion resembling the Frenkel-Mathisson-Papaetrou equations. The details of this work will be discussed in a future paper.
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The excitation for an obstacle moving with constant velocity in free space ( $\Sigma$ ) is transformed to the scatterer's rest system ( $\Sigma^{\prime}$ ), and the corresponding far-field scattering $U^{\prime} \sim \mathbf{U}_{d}^{\prime}(\mathrm{g})$ is transformed to $\Sigma$ to obtain $\mathbf{U} \sim \mathbf{U}_{a}(\mathbf{G})$. A simple expression is derived for the scattering amplitude $\mathbf{G}$ in terms of the conventional $g$, and known functional forms U[G] give the scattered field in $\Sigma$ as a complex integral and its inverse-distance expansion. In dyadic form, $\overline{\mathbf{G}}=\overline{\mathbf{p}} r \cdot \tilde{\mathrm{~g}} \cdot \overline{\mathrm{p}}$, where $\overline{\mathrm{p}}$ corresponds to transforming the excitation from $\Sigma$ to $\Sigma^{\prime}$, and $\tilde{\mathbf{p}}^{r}$ (a planar reciprocal) to transforming the scattering from $\Sigma^{\prime}$ to $\Sigma$. Then we transform the Green's function surface and volume integral representations, and the multipole series for $\mathrm{U}^{\prime}$, and apply the results to spherically symmetric scatterers, arbitrary small scatterers, large tenuous scatterers, and to cylinders and slabs.

## INTRODUCTION

The scattering of a plane electromagnetic wave by an obstacle moving with costant velocity $v$ in free space is determined by Einstein's procedure. ${ }^{1}$ The wave $\Phi(\mathbf{r}, t)$ in the observer's system $\Sigma$ is transformed to the scatterer's system $\Sigma$ 'as the incident wave $\Phi^{\prime}\left(\mathbf{r}^{\prime} t^{\prime}\right)$, and the corresponding scattered wave $\mathbf{U}^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ is then transformed to $\Sigma$ as the required function $\mathbf{U}$. We use known results of relativity ${ }^{1-3}$ and scattering ${ }^{4,5}$ theory, and transform explicit 3 -vector forms in an invariant cylindrical basis ( $\hat{\mathbf{v}}, \hat{\rho}, \hat{\varphi}$ ); initial forms are in spherical bases ( $\hat{\mathbf{r}}, \hat{\theta}, \hat{\varphi} ; \hat{\mathbf{r}}^{\prime}, \hat{\boldsymbol{\theta}}, \hat{\varphi}$ ), and results are exhibited in retarded ( $\hat{\boldsymbol{R}}, \hat{\boldsymbol{\theta}}, \hat{\varphi})$, present $\left(\hat{\mathbf{r}}_{s}, \hat{\boldsymbol{\theta}}_{s}, \hat{\varphi}\right)$, and mixed $\left(\hat{\mathbf{r}}_{s}, \hat{\theta}, \hat{\varphi}\right)$ bases in which $\hat{\varphi}$ is invariant. Earlier work of Yeh and Casey, ${ }^{6}$ Censor, ${ }^{7}$ Lee and Mittra, ${ }^{8}$ and Restrick ${ }^{9}$ and Tai ${ }^{10}$ is cited in context.

Given $\Phi$ with direction of propagation $\hat{\mathbf{r}}_{i}=\widehat{\mathbf{k}}$ and polarization $\hat{\mathbf{p}}=\hat{\theta}_{i} p_{1}+\hat{\varphi}_{i} p_{2}=\hat{\hat{\alpha}} p_{1}+\hat{\delta} p_{2}$, we isolate a simple form $\hat{\mathbf{p}}^{\prime}=\widehat{\alpha}^{\prime} p_{1}+\widehat{\delta} p_{2}$ in $\Phi^{\prime}\left(\widehat{\mathbf{k}}^{\prime}: p^{\prime} \hat{\mathbf{p}}^{\prime}\right)$ and show it exhibits the invariance aspects of the transformation. Given the scattering amplitude $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)$ for the conventional problem in $\Sigma^{\prime}$, we transform only the far-field $U^{\prime} \sim U_{a}^{\prime}(g)$ to obtain $\mathbf{U} \sim \mathbf{U}_{a}(\mathbf{G})$ with $\mathbf{G}\left(\hat{\mathbf{R}} ; \hat{\mathbf{r}}^{\prime}\right) \propto \hat{\boldsymbol{\theta}} g_{\theta}{ }^{\prime}+\hat{\varphi} g_{\varphi}$; the known ${ }^{4}$ functional forms $\mathbf{U}[\mathbf{G}]$ give the scattered field in $\Sigma$ as a complex integral, and its inverse-distance expansion. (Far fields have been transformed before, ${ }^{8-10}$ and a complex integral for $U$ was obtained originally by Censor ${ }^{7}$ by transforming the analogous integral for $\mathbf{U}^{\prime}$.) The result $\hat{\mathbf{p}} \cdot \mathbf{G}\left(\widehat{\mathbf{k}} ; \widehat{\mathbf{k}}^{\prime}\right)=$ $\hat{\mathbf{p}}^{\prime} \cdot \mathrm{g}\left(\mathbf{k}^{\prime}\right)$ interrelates the interference effects in the two systems. In dyadic form, $\widetilde{\mathbf{G}}=\tilde{\mathbf{p}} \cdot \boldsymbol{\mathrm { g }} \cdot \tilde{\mathrm{p}}$, where $\tilde{\mathbf{p}}=\left(\hat{\alpha}^{\prime} \hat{\boldsymbol{\alpha}}+\widehat{\delta} \hat{\delta}\right) P^{\prime}(\hat{\mathbf{k}} \cdot \hat{\mathbf{v}})$ corresponds to transforming the excitation from $\Sigma$ to $\Sigma^{\prime}, \tilde{\mathbf{p}}^{r}=\left(\hat{\theta}^{\prime} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) / p^{\prime}(\widehat{\mathbf{R}} \cdot \hat{\mathrm{v}})$ (a planar reciprocal) to transforming the scattering from $\Sigma^{\prime}$ to $\Sigma$.
Then we transform surface and volume integral representations and multipole series, and apply the results to spheres, arbitrary small scatterers, large tenuous scatterers, cylinders and slabs.

## 1. THE SCATTERED FIELD

## Preliminary Considerations

We assume that system $\Sigma^{\prime}$ has the constant velocity $\mathbf{v}=v \widehat{\mathbf{Z}}$ in $\Sigma$ and that the origins coincide at $t=t^{\prime}=0$. An event $\mathbf{r}(z, x, y), t$ in $\Sigma$ is specified in $\Sigma^{\prime}$ by $\mathbf{r}^{\prime}\left(z^{\prime}, x^{\prime}, y^{\prime}\right), t^{\prime}$ where ${ }^{1}$

$$
\begin{align*}
& z^{\prime}=\gamma(z-\beta c t), \quad x^{\prime}=x, \quad y^{\prime}=y, \quad t=\gamma(t-\beta z / c) \\
&  \tag{1}\\
& \beta=v / c, \quad \gamma=\left(1-\beta^{2}\right)^{-1 / 2}
\end{align*}
$$

with the velocity of light given by $c=\left(\epsilon_{0} \mu_{0}\right)^{-1 / 2}$ in terms of the free-space electromagnetic parameters. Using the dyadic $\widetilde{\mathbf{V}}=\hat{\mathbf{v}} \hat{\mathbf{v}}$ and the identity $\tilde{\mathbf{I}}$, we write

$$
\begin{align*}
& \mathbf{r}^{\prime}=\tilde{\mathbf{L}} \cdot(\mathbf{r}-\mathbf{v} t), t^{\prime}=\gamma\left(t-\mathbf{v} \cdot \mathbf{r} / c^{2}\right) \\
& \widetilde{\mathbf{L}}=\gamma \tilde{\mathbf{V}}+(\tilde{\mathbf{I}}-\tilde{\mathbf{V}})=\gamma \tilde{\mathbf{V}}+\tilde{\mathbf{T}} \tag{2}
\end{align*}
$$

The fields transform as ${ }^{1-3}$

$$
\begin{array}{r}
\mathbf{E}^{\prime}=\tilde{\mathbf{I}} \cdot \mathbf{E}+\gamma \mathbf{v} \times \mathbf{H} \mu_{0}, \quad \mathbf{H}^{\prime}=\tilde{\Gamma} \cdot \mathbf{H}-\gamma \mathbf{v} \times \mathbf{E} \epsilon_{0} \\
\tilde{\Gamma}=\tilde{\mathbf{V}}+\gamma \tilde{\mathbf{T}}=\gamma \tilde{\mathbf{L}}^{-1} \tag{3}
\end{array}
$$

For the inverse of (2) or (3), we switch primes from left to right and replace $v$ by $-v$. For $t^{-}$ periodic $\left(e^{-i \omega t}\right)$ fields, from $\boldsymbol{\nabla} \times \mathbf{H}=\epsilon_{0} \partial_{t} \mathbf{E}$ and $\nabla \times \mathbf{E}=-\mu_{0} \partial_{i} \mathbf{H}$, we have

$$
\begin{align*}
\Psi= & \frac{\nabla \times \nabla \times \Psi}{k^{2}}=-\frac{\nabla \times \Psi_{M}}{i k}=\left\{\begin{array}{l}
\mathbf{E} \\
\mathbf{H}
\end{array}\right\}, \\
& \Psi_{k i}=\frac{\boldsymbol{\nabla} \times \Psi}{i k}=\left\{\begin{array}{r}
\mathbf{H} \mu_{0} c \\
-\mathbf{E} \epsilon_{0} c
\end{array}\right\}, \quad \nabla \cdot \Psi=0, \tag{4}
\end{align*}
$$

with $k=u / c$. Thus, $\Psi^{\prime}$ and its mate $\Psi_{M}^{\prime}$ are specified by $\Psi$ as

$$
\begin{align*}
\Psi^{\prime} & =\tilde{\Gamma} \cdot \boldsymbol{\Psi}+\gamma \beta \hat{\mathbf{v}} \times(\nabla \times \Psi / i k), \\
\Psi_{M}^{\prime} & =\tilde{\Gamma} \cdot(\nabla \times \Psi / i k)-\gamma \beta \hat{\mathbf{v}} \times \Psi ; \quad \nabla^{\prime} \cdot \Psi^{\prime}=0 . \tag{5}
\end{align*}
$$

Similarly, to transform $t^{\prime}$-periodic $\left(e^{-i w^{\prime} t^{\prime}}\right)$ fields from $\Sigma^{\prime}$ to $\Sigma$ we switch the primes and replace $\hat{\mathbf{v}}$ by $-\hat{\mathbf{v}}$ and $k$ by $k^{\prime}$.
We use (5), or its inverse, with explicit 3-vector forms in the invariant Cartesian basis ( $\hat{\mathbf{z}}=\hat{\mathbf{v}}, \hat{\mathbf{x}}, \hat{\mathbf{y}}$ ) implicit in (1), or in the invariant cylindrical basis $(\hat{\mathbf{v}}, \hat{\rho}=\hat{\mathbf{x}} \cos \varphi+\hat{\mathbf{y}} \sin \varphi, \hat{\varphi}=\hat{\mathbf{v}} \times \hat{\rho})$, or in spherical bases $\left(\hat{\mathbf{r}}=\hat{\mathbf{v}} \cos \theta+\hat{\rho} \sin \theta, \hat{\theta}=\hat{\boldsymbol{\varphi}} \times \hat{\mathbf{r}}, \hat{\varphi} ; \hat{\mathbf{r}}^{\prime}, \hat{\theta}^{\prime}, \widehat{\varphi}\right)$ in which only $\hat{\varphi}$ is invariant. Corresponding to $\mathbf{r}=\mathbf{z}+\rho=\ddot{z} r \cos \theta+\hat{\rho} r \sin \theta$, we have $\mathbf{r}^{\prime}=\mathbf{z}^{\prime}+\rho$, with $z^{\prime}=r^{\prime} \cos \theta^{\prime}=\gamma(\hat{\mathbf{v}} \cdot \mathbf{r}-v t)$ and $\rho=r^{\prime} \sin \theta^{\prime}=$ $r \sin \theta=\left(x^{2}+y^{2}\right)^{1 / 2}$. The decompositions are general, since any direction $\hat{\mathbf{r}}$ can be written in terms of the invariant direction $\hat{\mathbf{v}}$ as $\hat{\mathbf{r}}=\hat{\mathbf{r}} \cdot \hat{\mathbf{v}} \hat{\mathbf{v}}+$ $(\hat{\mathbf{v}} \times \hat{\mathbf{r}}) \times \hat{\mathbf{r}}$; then, we define in turn $\theta$, then $\hat{\varphi}$, and then $\hat{\rho}$ and $\hat{\theta}$, by means of $\hat{v} \cdot \hat{\mathbf{r}}=\cos \theta, \hat{\mathbf{v}} \times \overrightarrow{\mathbf{r}}=\hat{\varphi}$ $\sin \theta, \hat{\varphi} \times \hat{\mathbf{v}}=\hat{\rho}$, and $\hat{\varphi} \times \hat{\mathbf{r}}=\hat{\theta}$.

## Plane Waves

In $\Sigma$, we write a plane wave with direction of propagation $\widehat{\mathbf{k}}$ and polarization $\widehat{\mathbf{p}}$ as
$\Phi=e^{i v\left(\hat{\mathbf{k}}^{\prime}\right)} \hat{\mathbf{p}}(\hat{\mathbf{k}}), \quad \nu(\hat{\mathbf{k}})=k \hat{\mathbf{k}} \cdot \mathbf{r}-\omega t, \quad \hat{\mathbf{k}} \cdot \hat{\mathbf{p}}(\hat{\mathbf{k}})=0$,
where $\hat{\mathbf{k}} \cdot \hat{\mathbf{p}}=0$ ensures $\nabla \cdot \Phi=\mathbf{0}$. In $\Sigma^{\prime}$, by (5) and (2),

$$
\begin{align*}
& \Phi^{\prime}=e^{i \omega^{\prime}(\hat{\mathbf{k}})} \mathbf{p}^{\prime}, \quad \nu^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right)=k^{\prime} \hat{\mathbf{k}}^{\prime} \cdot \mathbf{r}^{\prime}-\omega^{\prime} \ell^{\prime} \\
& \mathbf{p}^{\prime}=\tilde{\Gamma} \cdot \hat{\mathbf{p}}+\gamma \beta \hat{\mathbf{v}} \times(\hat{\mathbf{k}} \times \hat{\mathbf{p}})=p^{\prime} \hat{\mathbf{p}}^{\prime} \tag{7}
\end{align*}
$$

where the phase $\nu^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right)=\nu(\hat{\mathbf{k}})$ is invariant ${ }^{1,2}$ with $k^{\prime} / k=\omega^{\prime} / \omega=\gamma(1-\beta \cos \alpha)=1 / \gamma(1+\beta \cos \alpha)=p^{\prime} ;$

$$
\begin{align*}
\cos \alpha^{\prime} & =(\cos \alpha-\beta) /(1-\beta \cos \alpha) \\
\sin \alpha^{\prime} & =\sin \alpha /[\gamma(1-\beta \cos \alpha)] \tag{8}
\end{align*}
$$

in terms of $\cos \alpha=\hat{\mathbf{k}} \cdot \hat{\mathbf{v}}$ and $\cos \alpha^{\prime}=\hat{\mathbf{k}^{\prime}} \cdot \hat{\mathbf{v}}$. All details of (7) but $\hat{\mathbf{p}}^{\prime}$ have been discussed fully. ${ }^{1-3}$ Since the isolation of a simple form $\hat{\mathbf{p}}^{\prime}(\hat{\mathbf{p}})$ exhibiting the invariance aspects of the transformation is essential to our development (and provides the prototype for later work), we consider some elementary matters. See Censor ${ }^{7}$ for work with $\mathbf{p}^{\prime}=[(1-\gamma) \hat{\mathbf{v}}+$ $\gamma \beta \hat{\mathbf{k}}] \hat{\mathbf{v}} \cdot \hat{\mathbf{p}}+\gamma(1-\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}}) \hat{\mathbf{p}}$, and Restrick ${ }^{9}$ for work in rotated Cartesian systems.
We write $\hat{\mathbf{k}}=\hat{\mathbf{v}} \cdot \hat{\mathbf{k}} \hat{\mathbf{v}}+(\hat{\mathbf{v}} \times \hat{\mathbf{k}}) \times \hat{\mathbf{v}}$, and introduce $\alpha$, then $\hat{\delta}$, and then $\hat{\mu}$ and $\hat{\alpha}$ by means of $\hat{\mathbf{v}} \cdot \hat{\mathbf{k}}=$ $\cos \alpha, \hat{\mathbf{v}} \times \hat{\mathbf{k}}=\hat{\boldsymbol{\delta}} \sin \alpha$, and $\hat{\boldsymbol{\delta}} \times \hat{\mathbf{v}}=\hat{\mu}$ and $\hat{\boldsymbol{\delta}} \times \hat{\mathbf{k}}=\hat{\boldsymbol{\alpha}}$. Thus, for a given $\widehat{\mathbf{k}}$ there is an associated invariant cylindrical set $\hat{\mathbf{v}}, \hat{\mu}, \hat{\delta}$ (in $\hat{\mathbf{v}}, \hat{\boldsymbol{p}}, \hat{\varphi}$ ), and a spherical set $\widehat{\mathbf{k}}, \hat{\alpha}, \hat{\delta}$ (in $\hat{\mathbf{r}}, \hat{\theta}, \hat{\varphi}$ ) with $\hat{\boldsymbol{\phi}}$ invariant. Since $\hat{\mathbf{p}} \cdot \hat{\mathbf{k}}=$ 0 , we may write $\hat{\mathbf{p}}=(\tilde{\mathbf{I}}-\hat{\mathbf{k}} \hat{\mathbf{k}}) \cdot \hat{\mathbf{p}}$ or, equivalently,

$$
\begin{align*}
\hat{\mathbf{p}} & =(\hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}+\hat{\boldsymbol{\delta}} \hat{\delta}) \cdot \hat{\mathbf{p}}=\hat{\boldsymbol{\alpha}}(\hat{\boldsymbol{\alpha}} \cdot \hat{\mathbf{p}})+\hat{\boldsymbol{\delta}}(\hat{\boldsymbol{\delta}} \cdot \hat{\mathbf{p}})=\hat{\boldsymbol{\alpha}} p_{1}+\hat{\boldsymbol{\delta}} p_{2} \\
& =\hat{\boldsymbol{\alpha}} \sin Q+\hat{\boldsymbol{\delta}} \cos Q \tag{9}
\end{align*}
$$

where $Q$ is the polarization angle.
In the cylindrical basis, we have $\hat{\mathbf{k}}=\hat{\mathbf{v}} \cos \alpha+$ $\hat{\boldsymbol{\mu}} \sin \alpha, \hat{\boldsymbol{\alpha}}=-\hat{\mathbf{v}} \sin \alpha+\hat{\boldsymbol{\mu}} \cos \alpha$, and $\hat{\boldsymbol{\Gamma}}=\hat{\mathbf{v}} \hat{\mathbf{v}}+$
$\gamma(\hat{\mu} \hat{\mu}+\hat{\delta} \hat{\delta})$; from (7), $\mathbf{p}^{\prime}=[-\hat{\mathbf{v}} \sin \alpha+$
$\left.\hat{\mu_{y}}(\cos \alpha-\beta)\right] p_{1}+\hat{\delta} \gamma(1-\beta \cos \alpha) p_{2}$, and by (8),
$\hat{\mathbf{p}}^{\prime}=\left(-\hat{\mathbf{v}} \sin \alpha^{\prime}+\hat{\mu} \cos \alpha^{\prime}\right) p_{1}+\hat{\mathbf{\delta}} p_{2}$. Thus, with
$\hat{\alpha}^{\prime}=-\widehat{\mathbf{v}} \sin \alpha^{\prime}+\hat{\mu} \cos \alpha^{\prime}$,

$$
\begin{align*}
\hat{\mathbf{p}}^{\prime} & =\hat{\boldsymbol{\alpha}}^{\prime} p_{1}+\hat{\boldsymbol{\delta}} p_{2}=\hat{\boldsymbol{\alpha}}^{\prime}(\hat{\boldsymbol{\alpha}} \cdot \hat{\mathbf{p}})+\hat{\delta}(\hat{\delta} \cdot \hat{\mathbf{p}}) \\
& =\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\boldsymbol{\delta}} \hat{\delta}\right) \cdot \hat{\mathbf{p}}=\hat{\boldsymbol{\alpha}}^{\prime} \sin Q+\hat{\delta} \cos Q \tag{10}
\end{align*}
$$

since $\hat{\mathbf{k}}^{\prime}=\hat{\mathbf{L}} \cdot(\hat{\mathbf{k}}-\beta \hat{\mathbf{v}}) / p^{\prime}=\hat{\mathbf{v}} \cos \alpha^{\prime}+\hat{\mu} \sin \alpha^{\prime}$, we have $\hat{\mathbf{p}}^{\prime} \cdot \hat{\mathbf{k}}^{\prime}=0$ as required for $\nabla^{\prime} \cdot \Phi^{\prime}=0$. The final forms of $\hat{\mathbf{p}}$ and $\hat{\mathbf{p}}^{\prime}$ differ from those of Restrick ${ }^{9}$ in that his corresponding pairs of base vectors plus $\widehat{\mathbf{k}}$ or $\widehat{\mathbf{k}}^{\prime}$, respectively, form rotated Cartesian bases with one base vector in common.
In terms of $\hat{\mathbf{p}}$ and $\hat{\mathbf{p}}^{\prime}$, the corresponding mates are
$\boldsymbol{\Phi}_{M}=\hat{\mathbf{k}} \times \boldsymbol{\Phi}=\hat{\mathbf{p}}_{M} e^{i \nu}$,
$\hat{\mathbf{p}}_{M}=\hat{\mathbf{k}} \times \hat{\mathbf{p}}=(-\hat{\boldsymbol{\alpha}} \hat{\delta}+\hat{\delta} \hat{\boldsymbol{\alpha}}) \cdot \hat{\mathbf{p}}=-\hat{\boldsymbol{\alpha}} \cos Q+\hat{\delta} \sin Q$,
$\Phi_{M}^{\prime}=\hat{\mathbf{k}}^{\prime} \times \Phi^{\prime}=p^{\prime} \hat{\mathbf{p}}_{M}^{\prime} e^{i v}$,
$\hat{\mathbf{p}}_{M}^{\prime}=\hat{\mathbf{k}}^{\prime} \times \hat{\mathbf{p}}^{\prime}=\left(-\hat{\boldsymbol{\alpha}}^{\prime} \hat{\delta}+\hat{\delta} \hat{\boldsymbol{\alpha}}\right) \cdot \hat{\mathbf{p}}^{\prime}=-\hat{\boldsymbol{\alpha}}^{\prime} \cos Q+\hat{\delta} \sin Q$,
and we also have $\hat{\mathbf{p}}_{M}=(\hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}+\hat{\delta} \hat{\delta}) \cdot(\hat{\mathbf{k}} \times \hat{\mathrm{p}})$ and $\hat{\mathbf{p}}_{M}^{\prime}=\left(\hat{\alpha}^{\prime} \hat{\alpha}+\hat{\delta} \hat{\delta}\right) \cdot(\hat{k} \times \hat{p})$, as well as the analogs of (11) for $\hat{\mathbf{p}}\left(\hat{\mathbf{p}}_{M}\right)$ and $\hat{\mathbf{p}}^{\prime}\left(\hat{\mathbf{p}}_{M}^{\prime}\right)$. (For some purposes, the sets $\hat{\mathbf{k}}, \widehat{\mathbf{p}}, \hat{\mathbf{p}}_{M}$ and $\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{p}}^{\prime}, \widehat{\mathbf{p}}_{M}^{\prime}$ provide natural rotated Cartesian bases, but we do not use them in the present development.)
The polarization angle $Q$ is preserved in the sense

$$
\hat{\delta} \cdot \hat{\mathbf{p}}=\hat{\delta} \cdot \hat{\mathbf{p}}^{\prime}=\cos Q, \quad \hat{\boldsymbol{\alpha}} \cdot \hat{\mathbf{p}}=\hat{\boldsymbol{\alpha}}^{\prime} \cdot \hat{\mathbf{p}}^{\prime}=\sin Q .(12
$$

Thus, if for fixed $\hat{k}$ we consider two different polarizations, $\hat{\mathrm{p}}_{1}=\hat{\boldsymbol{\alpha}} \sin Q_{1}+\hat{\boldsymbol{\delta}} \cos Q_{1}=\hat{\mathrm{p}}\left[Q_{1}\right]$ and $\hat{\mathrm{p}}_{2}=\widehat{\mathrm{p}}\left[Q_{2}\right]$, then

$$
\begin{equation*}
\hat{\mathbf{p}}_{1} \cdot \hat{\mathbf{p}}_{2}=\hat{\mathbf{p}}_{1}^{\prime} \cdot \hat{\mathbf{p}}_{2}^{\prime}=\cos \left(Q_{1}-Q_{2}\right) \tag{13}
\end{equation*}
$$

is invariant, i.e., the angle between two different polarizations along a ray is invariant under transformation. This follows from (12), which is simply a consequence of the invariance of the $\hat{v}$ components of the field (3) or (5). Thus, from $\hat{\mathbf{v}} \cdot \Phi_{M}=\hat{\mathbf{v}} \cdot \Phi_{M}^{\prime}$, i.e., $\hat{\mathbf{v}} \cdot \hat{\mathrm{p}}_{M}=p^{\prime} \hat{\mathbf{v}} \cdot \hat{\mathbf{p}}_{M}$, we have $\hat{\mathbf{v}} \cdot(\hat{\mathbf{k}} \times \hat{\mathbf{p}})=p^{\prime} \hat{\mathbf{v}} \cdot\left(\hat{\mathbf{k}}^{\prime} \times \hat{\mathbf{p}}^{\prime}\right)$; since $\hat{\mathbf{v}} \times \widehat{\mathbf{k}}=\widehat{\delta} \sin \alpha$ and $\hat{\mathbf{v}} \times \widehat{\mathbf{k}}^{\prime}=\hat{\delta} \sin \alpha^{\prime}$, we obtain $\hat{\delta} \bullet \hat{\mathrm{p}} \sin \alpha=\hat{\delta} \bullet \hat{\mathrm{p}}^{\prime} p^{\prime} \sin \alpha^{\prime}$ which by (8) reduces to $\hat{\delta} \cdot \hat{\mathbf{p}}=\hat{\delta} \cdot \hat{\mathbf{p}}^{\prime}$ of (12). Similarly, $\hat{\mathrm{v}} \cdot \Phi=\hat{\mathrm{v}} \cdot \Phi^{\prime}$ gives $\hat{\delta} \cdot \hat{\mathrm{p}}_{M}=\hat{\delta} \cdot \hat{\mathrm{p}}_{M}^{\prime}$ or, equivalently, $\hat{\delta} \cdot(\hat{\mathbf{k}} \times \hat{\mathbf{p}})=\hat{\boldsymbol{\delta}} \cdot\left(\hat{\mathbf{k}}^{\prime} \times \hat{\mathbf{p}}^{\prime}\right)$ which reduces to $\hat{\boldsymbol{\alpha}} \cdot \hat{\mathbf{p}}=$ $\hat{\boldsymbol{\alpha}}^{\prime} \cdot \hat{\mathbf{p}}^{\prime}$ of (12) on using $\hat{\delta} \times \hat{\mathbf{k}}=\hat{\boldsymbol{\alpha}}$ and $\hat{\delta} \times \hat{\mathbf{k}}^{\prime}=\hat{\boldsymbol{\alpha}}^{\prime}$. Thus, the invariants $\hat{\mathbf{v}} \cdot \Phi_{M}$ and $\hat{\mathbf{v}} \cdot \Phi$ correspond, respectively, to the invariants $\hat{\delta} \cdot \hat{\mathrm{p}}$ and $\hat{\delta} \cdot \hat{\mathrm{p}}_{M}$, and both are exhibited in (12) and in the basic form $\hat{\mathbf{p}}^{\prime}(\hat{\mathbf{p}})$ of (10). The relation $\Phi^{\prime} \cdot \Phi_{M}=\boldsymbol{\Phi} \cdot \Phi_{M}^{\prime}$ required by (5) is shown in $\widehat{\mathbf{p}}^{\prime} \cdot \hat{\mathbf{p}}_{M}=\hat{\mathbf{p}} \cdot \hat{\mathbf{p}}^{\prime}{ }_{M i}=\cos Q \sin Q[1-$ $\left.\cos \left(\alpha^{\prime}-\alpha\right)\right]$.
Similarly, if we transform from $\Sigma^{\prime}$ the wave

$$
\begin{align*}
& \Phi_{s}^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right)=p^{\prime} e^{i \nu}(\hat{\mathbf{R}}) \\
&\left.\hat{\mathbf{G}}^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right), \quad \nu^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right)=k^{\prime} \hat{\mathbf{R}}^{\prime} \cdot \boldsymbol{r}^{\prime}-\omega^{\prime}+\hat{\varphi}+\hat{\varphi}\right) \cdot \hat{\mathbf{G}}^{\prime}=\hat{\boldsymbol{\Theta}}^{\prime} \sin 2+\hat{\varphi} \cos 2 ; \quad(14 \tag{14}
\end{align*}
$$

where $\hat{\mathbf{R}}^{\prime}, \hat{\boldsymbol{\theta}}^{\prime}, \hat{\boldsymbol{\varphi}}$ form a special spherical set (in $\hat{\mathbf{r}}^{\prime}, \hat{\theta}, \hat{\varphi}$ ), we obtain in $\Sigma$ in terms of the corresponding set $\hat{\mathbf{R}}, \hat{\boldsymbol{\theta}}, \hat{\varphi}$ (in $\hat{\mathbf{r}}, \hat{\theta}, \hat{\varphi}$ )

$$
\begin{align*}
\mathbf{\Phi}_{s}\left(\hat{\mathbf{R}} ; \hat{\mathbf{R}}^{\prime}\right) & =p^{\prime} p_{s} e^{i \nu_{s}} \hat{\mathbf{G}}=P e^{i \mathrm{P} \nu(\hat{\mathbf{R}})} \hat{\mathbf{G}}(\hat{\mathbf{R}}) ; \\
\widehat{\mathbf{G}}(\widehat{\mathbf{R}}) & =\left(\hat{\boldsymbol{\Theta}} \widehat{\Theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \hat{\mathbf{G}}^{\prime}=\widehat{\mathbf{\Theta}} \sin 2+\hat{\varphi} \cos 2 \\
\nu_{s} & =k_{s} \hat{\mathbf{R}} \cdot \mathbf{r}-\omega_{s} t=\nu^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right)=P \nu(\hat{\mathbf{R}}), \\
\nu(\mathbf{R}) & =k \hat{\mathbf{R}} \cdot \mathbf{r}-\omega t, \quad P=p^{\prime} p_{s}=k_{s} / k=\omega_{s} / \omega ; \\
p_{s} & =k_{s} / k^{\prime}=\omega_{s} / \omega^{\prime}=\gamma\left(1+\beta \cos \Theta^{\prime}\right) \\
& =[\gamma(1-\beta \cos \Theta)]^{-1} ; \\
\cos \Theta & =\left(\cos \Theta^{\prime}+\beta\right) /\left(1+\beta \cos \Theta^{\prime}\right) \\
\sin \Theta & =\sin \Theta^{\prime} /\left[\gamma\left(1+\beta \cos \Theta^{\prime}\right)\right] . \tag{15}
\end{align*}
$$

Essentially as before for (7), the form for $\hat{\mathbf{G}}$ fol-
lows from $p_{s} \widehat{\mathbf{G}}=\tilde{\mathbf{\Gamma}}^{\prime} \cdot \hat{\mathbf{G}}^{\prime}-\gamma \beta \hat{\mathbf{v}} \times\left(\hat{\mathbf{R}}^{\prime} \times \hat{\mathbf{G}}^{\prime}\right)$ with
$\tilde{\Gamma}=\hat{\mathbf{v}} \hat{\mathbf{v}}+\gamma(\hat{\rho} \hat{\rho}+\hat{\varphi} \hat{\varphi})$, etc. We have $\hat{\mathbf{R}}=\tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{R}}{ }^{\prime}+\right.$
$\beta \hat{\mathbf{v}}) / p_{s}=\hat{\mathbf{v}} \cos \Theta+\hat{\rho} \sin \Theta$, and $\hat{\boldsymbol{\Theta}}=\tilde{\Gamma} \cdot\left(\hat{\Theta}^{\prime}+\beta \hat{\rho}\right) / p_{s}=$ $\hat{\boldsymbol{\varphi}} \times \hat{\mathbf{R}}$; the forms $\Theta\left(\Theta^{\prime}\right)$ are the same as $\alpha\left(\alpha^{\prime}\right)$ of (8), and the function $p_{s}$ is reciprocal to $p^{\prime}$. The corresponding mates are

$$
\begin{align*}
\Phi_{s M}^{\prime} & =\hat{\mathbf{R}}^{\prime} \times \boldsymbol{\Phi}_{s}^{\prime}=\hat{\mathbf{G}}_{M}^{\prime} e^{i \nu}, \\
\hat{\mathbf{G}}_{M}^{\prime} & =\hat{\mathbf{R}}^{\prime} \times \hat{\mathbf{G}}^{\prime}=\left(-\hat{\boldsymbol{\theta}}^{\prime} \hat{\varphi}+\hat{\boldsymbol{\varphi}} \hat{\boldsymbol{\theta}}^{\prime}\right) \cdot \hat{\mathbf{G}}^{\prime} \\
\boldsymbol{\Phi}_{s M} & =\hat{\mathbf{R}} \times \boldsymbol{\Phi}_{s}=\widehat{\mathbf{G}}_{M} P^{i P^{\prime} \nu}, \\
\widehat{\mathbf{G}}_{M} & =\hat{\mathbf{R}} \times \hat{\mathbf{G}}=\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\boldsymbol{\varphi} \hat{\varphi}}\right) \cdot\left(\hat{\mathbf{R}} \times \hat{\mathbf{G}}^{\prime}\right) \\
& =\left(-\hat{\boldsymbol{\Theta}} \hat{\varphi}+\hat{\varphi} \hat{\boldsymbol{\theta}}^{\prime}\right) \cdot \mathbf{G}^{\prime} . \tag{16}
\end{align*}
$$

If $\hat{\mathbf{R}}^{\prime}=\widehat{\mathbf{k}}^{\prime}$, then $\widehat{\mathbf{R}}=\widehat{\mathbf{k}}$ (and $\omega_{s}=\omega$, etc.), and (14) and (15) reduce to (7) and (6) with different polarizations; by (13),

$$
\begin{equation*}
\hat{\mathbf{p}}^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right) \cdot \hat{\mathbf{G}}^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right)=\hat{\mathbf{p}}(\hat{\mathbf{k}}) \cdot \widehat{\mathbf{G}}(\hat{\mathbf{k}})=\cos (Q-\mathscr{Q}) \tag{17}
\end{equation*}
$$

More generally, for fixed $\hat{\mathrm{R}}^{\prime}$, in terms of $\mathbf{G}_{1}=$ $\mathbf{G}\left[\mathcal{2}_{1}\right]$, etc ,
$\mathbf{G}_{1}^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right) \cdot \hat{\mathbf{G}}_{2}^{\prime}\left(\hat{\mathbf{R}}^{\prime}\right)=\hat{\mathbf{G}}_{1}(\hat{\mathbf{R}}) \cdot \hat{\mathbf{G}}_{2}(\hat{\mathbf{R}})=\cos \left(\mathfrak{Q}_{1}-2_{2}\right)$
is invariant. Essentiallv as before for $\hat{\mathbf{p}},(18)$ is a consequence of $\hat{\varphi} \cdot \mathbf{G}=\hat{\boldsymbol{\varphi}} \cdot \mathbf{G}^{\prime}$ and $\hat{\boldsymbol{\varphi}} \cdot \hat{\mathrm{G}}_{M}=\hat{\varphi} \cdot \hat{\mathrm{G}}_{M}^{\prime}$, which follow from the invariance of $\hat{\mathbf{v}} \cdot \Phi_{s M}^{\prime}$ and $\hat{\mathbf{v}} \cdot \Phi_{s}^{\prime}$ respectively.
In terms of the dyadics $\tilde{\phi}$ and $\tilde{\boldsymbol{\Phi}}$, we rewrite the fields as
$\boldsymbol{\Phi}_{s}^{\prime}=e^{-i \omega^{\prime t \prime}} \rho^{\prime} \bar{\phi}\left(\overline{\mathbf{R}}^{\prime}\right) \cdot \hat{\mathbf{G}}^{\prime}, \quad \tilde{\boldsymbol{\phi}}\left(\hat{\mathbf{R}}^{\prime}\right)=\left(\hat{\boldsymbol{O}}^{\prime} \hat{\mathbf{O}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) e^{i k^{\prime} \hat{\mathbf{R}}^{\prime} \cdot \mathbf{r}^{\prime},}$
$\boldsymbol{\Phi}_{\mathrm{s}}=\boldsymbol{\Phi} \cdot \hat{\mathbf{G}}, \quad \Phi\left(\hat{\mathbf{R}}, \hat{\mathbf{R}}^{\prime}\right)=\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\boldsymbol{\varphi}} \hat{\varphi}\right) P e^{i P \nu(\hat{\mathbf{R}})}$,

$$
\begin{equation*}
\nu(\hat{\mathbf{R}})=k(\hat{\mathbf{R}} \cdot \mathbf{r}-c t) \tag{20}
\end{equation*}
$$

## Statement of the Problem

We consider $\boldsymbol{\Phi}=\hat{\mathbf{p}} e^{i \mathbf{k} \cdot \mathbf{r}-i \omega t}$ of (6) exciting a scatterer moving with $\mathbf{v}=v \hat{\mathbf{z}}$ in $\Sigma$. The scatterer is specified in its rest system $\Sigma^{\prime}$ by its volume ( $V^{\prime}$ ), surface ( $G^{\prime}$ ), electromagnetic parameters ( $\epsilon^{\prime}, \mu^{\prime}$ ), etc.; the center ( $r^{\prime}=0$ ) of its smallest circumscribing sphere ( $r^{\prime}=a^{\prime}$ ) is the origin. The excitation in $\Sigma^{\prime}$ is $\boldsymbol{\Phi}^{\prime}$ of (7), which we rewrite as

$$
\begin{equation*}
\Phi^{\prime}=e^{-i \omega^{\prime} t^{\prime}} \phi^{\prime} \boldsymbol{\phi}, \quad \phi=\hat{\mathbf{p}}^{\prime} e^{i \mathbf{k}^{\prime} \cdot \mathbf{r}^{\prime}} \tag{21}
\end{equation*}
$$

with $\mathbf{k}^{\prime}=\tilde{\mathbf{L}} \cdot(\mathbf{k}-k \beta \hat{\mathbf{v}})=k p \prime \hat{\mathbf{k}}^{\prime}$ and $\hat{\mathbf{p}}^{\prime}=\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\delta} \hat{\delta}\right) \cdot \hat{\mathbf{p}}$ as in (8)-(10). The corresponding scattered wave is

$$
\begin{equation*}
\mathbf{U}^{\prime}=e^{-i \omega^{\prime} t} p^{\prime} \mathbf{u} \tag{22}
\end{equation*}
$$

such that $\phi+u=\psi$ is the solution of the conventional scattering problem. ${ }^{4}$ For $r^{\prime} \sim \infty$, with $h(x)=h_{0}^{(1)}(x)=e^{i x} / i x$, we have

$$
\begin{align*}
\mathbf{u} \sim \mathbf{u}_{a} & =h\left(k^{\prime} r^{\prime}\right) \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right) \\
\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right) & =\left(\hat{\theta}^{\prime} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=\hat{\theta}^{\prime} g_{\theta^{\prime}}+\hat{\varphi} g_{\varphi} \tag{23}
\end{align*}
$$

where $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \widehat{\mathbf{k}}^{\prime}: \hat{\mathbf{p}}^{\prime}\right)$ is the corresponding
scattering amplitude. The normalization is such that

$$
\begin{array}{r}
-\operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right)=\left(k^{\prime 2} / 4 \pi\right) \sigma_{T}^{\prime}=\mathfrak{M}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}+\left(k^{\prime 2} / 4 \pi\right) \sigma_{A}^{\prime}, \\
\sigma_{T}^{\prime}=\sigma_{S}^{\prime}=\sigma_{A}^{\prime}, \quad \Re \mathcal{M}=(1 / 4 \pi) \int d \Omega\left(\hat{\mathbf{r}}^{\prime}\right), \quad(24) \tag{24}
\end{array}
$$

where $\mathfrak{M}$ indicates the mean over all directions of observation, and $\sigma_{T}^{\prime}, \sigma_{s}^{\prime}$, and $\sigma_{A}^{\prime}$ are the total, scattering, and absorption cross sections. (The usual normalization corresponds to $\mathrm{g} / i k^{\prime}=f$.) We regard $g$ as known, so that $u$ is known at least for $r^{\prime}>a^{\prime}$.

We may write $\mathbf{u}$ functionally in terms of $g$ as the complex integral of plane waves with complex direction $\hat{\mathbf{R}}_{c}^{\prime}\left(\hat{\Theta}_{c}^{\prime}, \hat{\varphi}_{c}\right)$ and amplitude $\mathbf{g}\left(\hat{\mathbf{R}}_{c}^{\prime}\right)$ given in (27), ${ }^{4}$ or as the series (convergent and asymptotic) in powers of $1 / k^{\prime} r^{\prime}$ and of derivatives of $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)$ with respect to $\theta^{\prime}$ and $\varphi$ as in (29) ${ }^{4}$ and (54). ${ }^{4}$ We indicate these functional forms symbolically by

$$
\begin{align*}
\mathbf{u}[\mathbf{g}] & =\int e^{i k^{\prime} \mathbf{r}^{\prime} \cdot \hat{\mathbf{R}}_{c}^{\prime}} \mathbf{g}\left(\hat{\mathbf{R}}_{c}^{\prime}\right)=\int \tilde{\boldsymbol{\phi}}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) \cdot \mathbf{g}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) \\
& =h\left(k^{\prime} r^{\prime}\right) \tilde{\mathbf{D}} \cdot \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right), \tag{25}
\end{align*}
$$

where $\int=(1 / 2 \pi) \int d \Omega\left(\hat{\mathbf{R}}_{c}^{\prime}\right)$ with paths as for $h^{(1)}$, and $\tilde{\mathbf{D}}=\tilde{\mathbf{I}}+\left(i / 2 k^{\prime} r^{\prime}\right) \tilde{\mathbf{D}}+\cdots$, with $\tilde{\mathbf{D}}$ as a Beltra $\stackrel{0}{\mathrm{~m}}$ operator; see Ref. 4 for details. For the mate $u_{M}$, we replace $\mathbf{g}$ by $\hat{\mathbf{R}}_{c}^{\prime} \times \mathbf{g}$ (or by $\hat{\mathbf{r}}^{\prime} \times \mathbf{g}$ for the last form).

Thus, since $\mathbf{g}$ determines $\mathbf{u}$, and since
$\mathrm{U}^{\prime} \sim e^{-i \omega^{\prime t} t} p^{\prime} \mathbf{u}_{a}=e^{-i \omega^{\prime t \prime}} h p^{\prime} \mathbf{g}=\mathbf{U}_{a}^{\prime}$ for $r^{\prime} \sim \infty$, we need only transform
$\mathbf{U}_{a}^{\prime}=e^{i\left(k^{\prime} r^{\prime}-\omega^{\prime} t^{\prime}\right)} \mathbf{G}^{\prime} / i k^{\prime} r^{\prime}$,
$\mathbf{G}^{\prime}\left(\hat{\mathbf{r}}^{\prime}\right)=p^{\prime} \mathbf{g}=p^{\prime}\left(\hat{\boldsymbol{\theta}}^{\prime} g_{\theta^{\prime}}+\hat{\varphi} g_{\varphi}\right)=g\left(\hat{\mathbf{r}}^{\prime}\right) p^{\prime} \hat{\mathbf{G}}^{\prime}\left(\hat{\mathbf{r}}^{\prime}\right)$.
Then, in $\Sigma$ we isolate the corresponding amplitude $G$ and use it in the functional forms (25) to construct U.

## Solution

From (5), the transform of $\mathrm{U}_{a}^{\prime}$ for $r^{\prime} \sim \infty$ is

$$
\begin{align*}
\mathbf{U}_{a} & =e^{-i \omega^{\prime} t^{\prime}} h\left(k^{\prime} r^{\prime}\right) \mathbf{G}=e^{i \nu_{s}} \mathbf{G} / i k^{\prime} r^{\prime}, \\
\nu_{s} & =P(k \hat{\mathbf{R}} \cdot \mathbf{r}-\omega t)=k^{\prime} r^{\prime}-\omega^{\prime} t^{\prime}, \\
\mathbf{G}\left(\hat{\mathbf{R}} ; \hat{\mathbf{r}}^{\prime}\right) & =g\left(\hat{\mathbf{r}}^{\prime}\right) P \hat{\mathbf{G}}(\hat{\mathbf{R}})=P\left(\hat{\boldsymbol{\theta}} g_{\theta^{\prime}}+\hat{\varphi} g_{\varphi}\right) \\
& =P\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{g}\left(\hat{\mathbf{r}^{\prime}}\right), \tag{27}
\end{align*}
$$

where $\hat{\mathbf{R}}=\tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{r}}^{\prime}+\beta \hat{\mathbf{v}}\right) / p_{s}$ and $P=\boldsymbol{p}^{\prime} p_{s}\left(\theta^{\prime}\right)$ as in (15) in terms of $\boldsymbol{\theta}^{\prime}=\theta^{\prime}$ (corresponding essentially to the transform of (14) for $\mathbf{R}^{\prime}=\hat{\mathbf{r}}^{\prime}$ ). The mates to $\mathbf{U}_{a}^{\prime}$ and $\mathbf{U}_{a}$ are $\mathbf{U}_{a M}^{\prime}=\hat{\mathbf{r}}^{\prime} \times \mathbf{U}_{a}^{\prime}$ and $\mathbf{U}_{a M}=\hat{\mathbf{R}} \times \mathbf{U}_{a}$.
The scattered wave in $\Sigma$ is thus

$$
\begin{align*}
\mathbf{U} & =e^{-i \omega^{\prime} t^{\prime}} \int e^{i k^{\prime} \mathbf{r}^{\prime} \cdot \hat{\mathbf{R}}_{c}} \mathbf{G}\left(\hat{\mathbf{R}}_{c} ; \hat{\mathbf{R}}_{c}^{\prime}\right)=\int \tilde{\Phi}\left(\hat{\mathbf{R}}_{c}^{\prime} ; \hat{\mathbf{R}}_{c}^{\prime}\right) \cdot \mathbf{g}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) \\
& =e^{-i \omega^{\prime} t^{\prime}} h\left(k^{\prime} r^{\prime}\right) \tilde{\mathbb{D}} \cdot \mathbf{G}\left(\hat{\mathbf{R}} ; \hat{\mathbf{r}}^{\prime}\right), \tag{28}
\end{align*}
$$

where $\mathbf{G}\left(\hat{\mathbf{R}}_{c} ; \hat{\mathbf{R}}_{c}^{\prime}\right)=\left(\hat{\boldsymbol{\Theta}}_{c} \hat{\boldsymbol{\Theta}}_{c}^{\prime}+\hat{\boldsymbol{\varphi}}_{c} \hat{\boldsymbol{\varphi}}_{c}\right) \cdot \mathbf{g}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) p^{\prime} p_{s}\left(\boldsymbol{\Theta}_{c}^{\prime}\right)$, with $\Theta_{c}$ and $\Theta_{c}^{\prime}$ related by the forms in (15). For
the mate $\mathbf{U}_{M}$ we replace $\mathbf{G}$ by $\hat{\mathbf{R}}_{c} \times \mathbf{G}$ (or by $\hat{\mathbf{R}} \times \mathbf{G}$ for the last form) and $\mathbf{g}$ by $\widetilde{\mathbf{R}}_{c}^{\prime} \times \mathbf{g}$. Although $\mathbf{G}$ differs essentially from $g$ in that $G \cdot \hat{\mathbf{r}}^{\prime} \neq 0$, we showed by $(58)^{4}$ and $(60)^{4}$ that the operations in (28) are also equivalent for the present generalization.
The procedure of transforming $\mathrm{U}_{a}^{\prime}$ to obtain $\mathrm{U}_{a}$ was used by Lee and Mittra ${ }^{8}$ for the cylinder, and by Restrick ${ }^{9}$ for the sphere; the present form differs from Restrick's in the isolation of $\mathbf{G}=$ $P\left(\hat{\boldsymbol{\Theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathrm{g}$. The corresponding results for $\mathbf{U}^{\prime}$ and $U$ that follow from the functional equation (27) ${ }^{4}$ may be written in terms of the wave forms of (14) and (15) as

$$
\begin{align*}
\mathbf{U}^{\prime} & =\int e^{i \nu^{\prime}} \mathbf{G}^{\prime}
\end{align*}=\int \boldsymbol{\Phi}_{s}^{\prime}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) g\left(\hat{\mathbf{R}}_{c}^{\prime}\right), ~=\int e^{i \nu_{s}} \mathbf{G}=\int \boldsymbol{\Phi}_{s}\left(\hat{\mathbf{R}} ; \hat{\mathbf{R}}_{c}^{\prime}\right) g\left(\hat{\mathbf{R}}_{c}^{\prime}\right), ~ l
$$

The second follows from the first on transforming the plane wave in the complex integral, the procedure used by Censor ${ }^{7}$ with different representations for $\boldsymbol{\Phi}_{s}$ and $\mathbf{G}$.
The present form $\mathbf{G}=p_{s}\left(\hat{\boldsymbol{\theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{G}^{\prime}$ makes the structure of the transformation of the scattering from $\Sigma^{\prime}$ to $\Sigma$ explicit. As discussed after (18) and (13), the form corresponds to the invariance of $\hat{\boldsymbol{\varphi}} \cdot \hat{\mathbf{G}}^{\prime}$ and $\hat{\boldsymbol{\varphi}} \cdot \hat{\mathrm{G}}_{M}^{\prime}$, which follow from the invariance of $\hat{\mathbf{v}} \cdot \mathbf{U}_{M}^{\prime}$ and $\hat{\mathbf{v}} \cdot \mathbf{U}^{\prime}$, respectively (or equivalently of $\hat{\mathbf{v}} \cdot \Phi_{s M}^{\prime}$ and $\hat{\mathbf{v}} \cdot \boldsymbol{\Phi}_{s}^{\prime}$ ). A particular consequence of the form of $\mathbf{G}$ is that (17) applies, and since $P=1$ for $\hat{\mathbf{R}}=\hat{\mathbf{k}}$, we obtain $\hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right)=\hat{\mathbf{p}} \cdot \mathbf{G}\left(\hat{\mathbf{k}} ; \hat{\mathbf{k}}^{\prime}\right)$. Thus, we may rewrite (24) as

$$
\begin{align*}
\operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}(\hat{\mathbf{k}}) & =\operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}\left(\hat{\mathbf{k}} ; \hat{\mathbf{k}}^{\prime}\right)=-k^{\prime 2} \sigma_{T}^{\prime} / 4 \pi \\
\hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}^{\prime}}\right) & =\hat{\mathbf{p}} \cdot \mathbf{G}\left(\hat{\mathbf{k}} ; \hat{\mathbf{k}}^{\prime}\right) \tag{30}
\end{align*}
$$

which enables us to interrelate the interference effects in $\Sigma^{\prime}$ and $\Sigma$. Similarly for the generalization of (24) as in (23), ${ }^{4}$ we may use (17) and (18) to replace the scalar products of unit vectors in $\Sigma^{\prime}$ by the corresponding ones in $\Sigma$.

## Dyadic Amplitudes

We now complete the development by introducing a form of $\mathbf{G}$ that also makes the transformation of the excitation explicit.
We rewrite the transformation (6) to (7) from $\Sigma$ $\Sigma^{\prime}$ as
$\boldsymbol{\Phi}^{\prime}=\tilde{\mathbf{p}}^{\prime} \cdot \Phi, \quad \tilde{\mathbf{p}}^{\prime}=\tilde{\mathbf{p}}\left(\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{k}}\right)=\gamma(1-\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}})\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\boldsymbol{\delta}} \hat{\boldsymbol{\delta}}\right)$,
where the operator $\tilde{\mathbf{p}}\left(\hat{\mathbf{k}^{\prime}}, \hat{\mathbf{k}}\right)$ accounts for the change in magnitude and direction of the $\Sigma$ polarization $\hat{\mathbf{p}}=(\hat{\boldsymbol{\alpha}} \hat{\boldsymbol{\alpha}}+\hat{\delta} \hat{\delta}) \cdot \hat{\mathbf{p}}$, i.e., $\mathbf{p}^{\prime}=p^{\prime} \hat{\mathbf{p}}^{\prime}=\tilde{\mathbf{p}}\left(\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{k}}\right) \cdot \hat{\mathbf{p}}$. Similarly, for the transformation (14) to (15) from $\Sigma^{\prime}$ to $\Sigma$,

$$
\begin{align*}
& \boldsymbol{\Phi}_{s}=\tilde{\mathbf{p}}_{s} \cdot \boldsymbol{\Phi}_{s}^{\prime} \\
& \tilde{\mathbf{p}}_{s}=\tilde{\mathbf{p}}^{r}\left(\hat{\mathbf{R}}, \hat{\mathbf{R}}^{\prime}\right)=\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) / \gamma(1-\hat{\beta} \hat{\mathbf{v}} \cdot \hat{\mathbf{R}}) \tag{32}
\end{align*}
$$

where $\tilde{\mathbf{p}}^{r}$ accounts for the change in the $\Sigma^{\prime}$ polari-
zation. Thus the inverse of (31) is $\boldsymbol{\Phi}=\tilde{\mathbf{p}}^{r}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right) \cdot \Phi^{\prime}$, where $\tilde{\mathbf{p}}^{r}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right)$ is the reciprocal of $\tilde{\mathbf{p}}\left(\hat{\mathbf{k}}^{\prime}, \widehat{\mathbf{k}}\right)$ in the plane perpendicular to $\widehat{\mathbf{k}}$, i.e., $\overline{\mathbf{p}}^{\gamma}\left(\hat{\mathbf{k}}, \hat{\mathbf{k}}^{\prime}\right) \cdot \stackrel{\rightharpoonup}{\mathbf{p}}\left(\hat{\mathbf{k}}^{\prime}, \widehat{\mathbf{k}}\right)=$ $\overline{\mathbf{I}}$ - $\hat{\mathbf{k}} \hat{\mathbf{k}}$. The transformation of $\mathbf{G}^{\prime}$ of (26) to $\mathbf{G}$ of (27), in the form (32), is

$$
\begin{equation*}
\mathbf{G}=\tilde{\mathbf{p}}_{s} \cdot \mathbf{G}^{\prime}=\tilde{\mathbf{p}}^{r}\left(\hat{\mathbf{R}}, \hat{\mathbf{r}}^{\prime}\right) \cdot \mathbf{G}^{\prime} \tag{33}
\end{equation*}
$$

The conventional scattering amplitude $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=$ $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}: \hat{\mathbf{p}}^{\prime}\right)$ can be expressed in terms of the dyadic amplitude ${ }^{11,12,4}$ as

$$
\begin{align*}
\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}: \hat{\mathbf{p}}^{\prime}\right) & =\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) \cdot \hat{\mathbf{p}}^{\prime} \\
\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) & =\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}: \hat{\alpha}^{\prime}\right) \hat{\boldsymbol{\alpha}}^{\prime}+\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}: \hat{\delta}\right) \hat{\delta} \tag{34}
\end{align*}
$$

where $\tilde{\mathbf{g}}$ is independent of $\hat{\mathbf{p}}^{\prime}$, i.e.,
$\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right)=\left(\hat{\boldsymbol{\theta}}^{\prime} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}^{\prime}}\right) \cdot\left(\hat{\alpha}^{\prime} \hat{\boldsymbol{\alpha}}^{\prime}+\hat{\delta} \hat{\delta}\right)$

$$
\begin{equation*}
=\hat{\boldsymbol{\theta}}^{\prime} \hat{\boldsymbol{\alpha}}^{\prime} g_{\theta^{\prime} \alpha^{\prime}}+\hat{\theta}^{\prime} \hat{\delta}_{\theta^{\prime} \delta}+\hat{\varphi}{\hat{\alpha^{\prime}}}^{\prime} g_{\varphi \alpha^{\prime}}+\hat{\varphi} \hat{\boldsymbol{\delta}} g_{\varphi \delta} \cdot( \tag{35}
\end{equation*}
$$

In terms of $\tilde{\mathbf{g}}$ and $\tilde{\mathbf{p}}$, we rewrite $\mathbf{G}^{\prime}$ of (26) as

$$
\begin{equation*}
\mathbf{G}^{\prime}=\tilde{\mathbf{g}} \cdot \hat{\mathbf{p}}^{\prime} p^{\prime}=\tilde{\mathbf{g}} \cdot \tilde{\mathbf{p}}^{\prime} \cdot \hat{\mathbf{p}}=\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}(\hat{\mathbf{k}}, \hat{\mathbf{k}}) \cdot \hat{\mathbf{p}} \tag{36}
\end{equation*}
$$

Thus we may rewrite $G$ of (27) and (33) as

$$
\begin{equation*}
\mathbf{G}=\tilde{\mathbf{p}}_{s} \cdot \mathbf{G}^{\prime}=\tilde{\mathbf{p}}_{s} \cdot \tilde{\mathbf{g}} \cdot \tilde{\mathbf{p}}^{\prime} \cdot \hat{\mathbf{p}}=\tilde{\mathbf{G}} \cdot \hat{\mathbf{p}} \tag{37}
\end{equation*}
$$

where the dyadic amplitude
$\hat{\mathbf{G}}(\hat{\mathbf{R}}, \hat{\mathbf{k}})=\tilde{\mathbf{p}}_{s} \cdot \tilde{\mathbf{g}} \cdot \tilde{\mathbf{p}}^{\prime}=\tilde{\mathbf{p}}^{r}\left(\hat{\mathbf{R}}, \hat{\mathbf{r}}^{\prime}\right) \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}\left(\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{k}}\right)$
is independent of $\hat{\mathbf{p}}$. The operator $\tilde{\mathbf{p}}$ corresponds to transforming the excitation from $\Sigma$ to $\Sigma^{\prime}$, and the reciprocal $\tilde{\mathbf{p}}^{r}$ to transforming the scattering from $\Sigma^{\prime}$ to $\Sigma$; since $\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \widehat{\mathbf{k}}^{\prime}\right)$ is transverse to $\hat{\mathbf{r}}^{\prime}$ on the left and to $\hat{\mathbf{k}}^{\prime}$ on the right, $\tilde{\mathbf{p}}^{r}$ performs essentially as the inverse of $\tilde{\mathbf{p}}$ for the operands at hand. In view of the discussions after (13) and (18), the forms

$$
\begin{align*}
\boldsymbol{\mathbf { G }} & =p_{s}\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\boldsymbol{\varphi}} \hat{\boldsymbol{\varphi}}\right) \cdot \tilde{\mathbf{g}} \cdot\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\boldsymbol{\delta}} \hat{\boldsymbol{\delta}}\right) p \\
& =p_{s}\left(\hat{\boldsymbol{\theta}} \hat{\boldsymbol{\alpha}} g_{\theta^{\prime} \alpha^{\prime}}+\hat{\boldsymbol{\theta}} \hat{\boldsymbol{\delta}} g_{\theta^{\prime} \delta}+\hat{\boldsymbol{\varphi}} \hat{\boldsymbol{\alpha}} g_{\varphi_{\alpha^{\prime}}}+\hat{\boldsymbol{\varphi}} \hat{\boldsymbol{\delta}} g_{\varphi_{\delta}}\right) p^{\prime} \tag{39}
\end{align*}
$$

exhibit the consequences of the invariance of $\widehat{\mathbf{v}} \cdot \Phi, \hat{\mathbf{v}} \cdot \Phi_{M}, \hat{\mathbf{v}} \cdot \mathrm{U}^{\prime}$, and $\hat{\mathbf{v}} \cdot \mathrm{U}_{M}^{\prime} \cdot$
In terms of dyadics, (30) equals $\operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \tilde{\mathbf{g}}\left(\widehat{\mathbf{k}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) \cdot \hat{\mathbf{p}}^{\prime}=$ $\operatorname{Re} \hat{\mathbf{p}} \cdot \tilde{\mathbf{G}}(\hat{\mathbf{k}}, \hat{\mathbf{k}}) \cdot \hat{\mathbf{p}}$. To consider reciprocity, we must show more of the dependence of $G$ on the parameters than required here, or elsewhere in the text. We therefore reserve discussion for the Appendix.

## Interpretation

The phase of the incident wave $\Phi^{\prime}$ at $\mathbf{r}^{\prime}=\mathbf{r}_{0}^{\prime}=0$ and $t^{\prime}=t_{0}^{\prime}$ is $\nu^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right)=\nu_{0}^{\prime}=-\omega^{\prime} t_{0}^{\prime}$ and this is also the phase $\nu^{\prime}$ of $\mathrm{U}_{a}^{\prime}$ at $\mathbf{r}^{\prime}$ and $t^{\prime}=t_{0}^{\prime}+r^{\prime} / c$. The displacement $\mathbf{R}^{\prime}=\mathbf{r}^{\prime}-\mathbf{r}_{0}^{\prime}$ and the interval $t^{\prime}-t_{0}^{\prime}=R^{\prime} / C$ are observed in $\Sigma$ as

$$
\begin{align*}
\mathbf{R}=\mathbf{r}-\mathbf{r}_{0} & =\tilde{\mathbf{L}} \cdot\left(\mathbf{r}^{\prime}+\beta r^{\prime} \hat{\mathbf{v}}\right)=R \hat{\mathbf{R}}, \quad R=r^{\prime} p_{s}, \\
t-t_{0} & =R / c, \tag{40}
\end{align*}
$$

where $p_{s}$ and $\hat{\mathbf{R}}$ are the same as for (27). The transform of the incidence event $\mathbf{r}_{0}^{\prime}, t_{0}^{\prime}$ is the retarded event $\mathbf{r}_{0}, t_{0}$ with $\mathbf{r}_{0}=\hat{\mathbf{v}} \gamma\left(v t^{\prime}-\beta r^{\prime}\right)=\hat{\mathbf{v}}(v t-\beta R)=$ $\mathbf{v} t_{0}$ and $t_{0}=\gamma t_{0}^{\prime}=t-R / c$; the displacement $\mathbf{R}$ is the retarded vector from $\mathbf{r}_{0}$ to the observation position $r$ at the present time $t$, and $t-t_{0}$ is the time for light to travel from $\mathbf{r}_{0}$ to $r$. The form $R^{2}=\left|\mathbf{r}-\mathbf{v} t_{0}\right|^{2}=c^{2}\left(t-t_{0}\right)^{2}$ corresponds to a spherical wave emitted from the retarded position $v t_{0}$ at the retarded time $t_{0}$. The scattered phase $\nu_{s}(\mathbf{r}, t)=\nu^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ is the same in both systems and equals the phase $\nu_{0}^{\prime}=-\omega_{0}^{\prime} t_{0}^{\prime}$ of the incident wave $\Phi^{\prime}$ at $\mathbf{r}_{0}^{\prime}, t^{\prime}$ and of $\Phi$ at the retarded event $\mathbf{r}_{0}, t_{0}$, i.e., $\nu_{0}=\mathbf{k} \cdot \mathbf{r}_{0}-\omega t_{0}=-\omega(1-\beta \cos \alpha) t_{0}=$ - $\boldsymbol{\omega}^{\prime} t_{0} / \gamma ;$ thus

$$
\begin{align*}
\nu_{s} & =P(k \hat{\mathbf{R}} \cdot \mathbf{r}-\omega t)=k^{\prime} r^{\prime}-\omega^{\prime} t^{\prime}=-\omega^{\prime} t_{0}^{\prime} \\
& =-\omega(1-\beta \cos \alpha) t_{0}=(1-\beta \cos \alpha)(k R-\omega t) \tag{41}
\end{align*}
$$

where $-\omega(1-\beta \cos \alpha) t=\mathbf{k} \cdot \mathrm{v} t-\omega t=-\omega^{\prime} t / \gamma$ is the phase of $\Phi$ at the present position $v t$.
By (2), we may rewrite $\mathbf{U}_{a}\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ and $\mathbf{U}\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ in terms of $\mathbf{r}, t$, and by (40), in terms of $\mathbf{R}, t$ [with $\hat{\mathbf{R}}, \hat{\Theta}, \hat{\varphi}$ as before for (27) and (28)]. We may also work with present (simultaneous) coordinates originating from $\mathrm{v} t$ (the position of $r^{\prime}=0$ at $t$ ):

$$
\begin{equation*}
\mathbf{r}_{s}=\mathbf{r}-\mathbf{v} t=\mathbf{R}-R \hat{\beta} \hat{\mathbf{v}}, \quad \hat{\mathbf{r}}_{s}, \hat{\theta}_{s}, \hat{\varphi} \tag{42}
\end{equation*}
$$

Since, from (2),

$$
\begin{equation*}
\mathbf{r}^{\prime}=\tilde{\mathbf{L}} \cdot \mathbf{r}_{s}=\tilde{\mathbf{L}} \cdot(\mathbf{R}-R \beta \hat{\mathbf{v}}) \tag{43}
\end{equation*}
$$

it follows that

$$
\begin{align*}
r^{\prime}= & r_{s} / q=R / p_{s} \\
q= & 1 / \gamma\left(1-\beta^{2} \sin ^{2} \theta_{s}\right)^{1 / 2}=\left(1-\beta^{2} \cos ^{2} \theta^{\prime}\right)^{1 / 2} \\
& \cos \theta^{\prime}=\gamma q \cos \theta_{s}=\gamma p_{s}(\cos \Theta-\beta) \\
& \sin \theta^{\prime}=q \sin \theta_{s}=p_{s} \sin \theta \tag{44}
\end{align*}
$$

We also use mixed forms

$$
\begin{array}{r}
\cos \left(\theta_{s}-\Theta\right)=\left(1-\beta^{2} \sin ^{2} \theta_{s}\right)^{1 / 2}=1 / \gamma q=\cos \zeta \\
\sin \left(\theta_{s}-\Theta\right)=\beta \sin \theta_{s}=\sin \zeta \tag{45}
\end{array}
$$

such that $\hat{\mathbf{r}}_{s}=\hat{\mathbf{R}} \cos \zeta+\hat{\boldsymbol{\theta}} \sin \zeta$, etc. From (44) and (45),

$$
\begin{align*}
r_{s} / R & =q / p_{s}=\sin \theta_{s} / \sin \Theta=\left(1-2 \beta \cos \Theta+\beta^{2}\right)^{1 / 2} \\
& =\cos \zeta-\beta \cos \theta_{s} \tag{46}
\end{align*}
$$

as well as $R / r_{s}=\gamma^{2}\left(\cos \zeta+\beta \cos \theta_{s}\right)$
$=\left(1+\beta \cos \theta^{\prime}\right)^{1 / 2} /\left(1-\beta \cos \theta^{\prime}\right)^{1 / 2}$, etc.
From (44) we see that $r^{\prime} \sim \infty$ corresponds to $R \sim r_{s} \sim \infty$, and that (27) may be rewritten as

$$
\begin{array}{r}
\mathbf{U}_{a}=\left(e^{i \nu^{\prime}} / i k^{\prime} R\right) p_{s} \mathbf{G}=\left(e^{\left.i \nu_{s} / i k R\right) p_{s}^{2}\left(\hat{\boldsymbol{\Theta}} g_{\theta}, \hat{\boldsymbol{\varphi}} g_{\varphi}\right)}\right. \\
\nu^{\prime}=k^{\prime} r^{\prime}-\omega^{\prime} t^{\prime}=\nu_{s} \tag{47}
\end{array}
$$

We may also rewrite $\mathbf{G}$ of (27) as

$$
\begin{align*}
\mathbf{G} & =-p_{s} \hat{\mathbf{R}} \times \tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{r}}^{\prime} \times \mathbf{G}^{\prime}\right)=-q p_{s} \widehat{\mathbf{R}} \times\left(\hat{\mathbf{r}}_{s} \times \tilde{\boldsymbol{\Gamma}} \cdot \mathbf{G}^{\prime}\right) \\
& =-p_{s}^{2} \mathbf{R} \times\left(\mathbf{r}_{s} \times \tilde{\Gamma} \cdot \mathbf{G}^{\prime}\right) / R^{2} \tag{48}
\end{align*}
$$

In particular, from (48) and the first form of (47) we obtain

$$
\begin{align*}
\mathbf{U}_{a} & =\left(e^{\left.i \nu^{\prime} / i k^{\prime} R\right)\left[-p_{s}^{2} q \hat{\mathbf{R}} \times\left(\mathbf{r}_{s} \times \hat{\mathbf{r}}^{\prime} \cdot \mathbf{G}^{\prime}\right)\right]}\right. \\
& =-\frac{e^{i \nu^{\prime} \mathbf{R} \times\left(\mathbf{r}_{s} \times \tilde{\Gamma} \cdot \mathbf{G}^{\prime}\right)}}{i k^{\prime} \gamma^{3} R^{3}(1-\beta \cos \Theta)^{3}} \tag{49}
\end{align*}
$$

Comparison of $\mathbf{U}_{a}$ with the $\mathbf{E}$-radiation field ${ }^{2}$ of a moving dipole of charge $e$ and acceleration $\dot{\mathbf{v}}$ shows that for this case $e^{i \nu^{\prime}} \mathbf{G}^{\prime} / i k^{\prime}$ corresponds to $-\left(e / 4 \pi c^{2} \epsilon_{0}\right) \dot{\mathbf{v}}^{\prime}$ with $\dot{\mathbf{v}}^{\prime}=\gamma^{3} \tilde{\mathbf{\Gamma}}^{-1} \cdot \dot{\mathbf{v}}=\gamma^{2} \widetilde{\mathbf{L}} \cdot \dot{\mathrm{v}}$ as the acceleration in $\Sigma^{\prime}$.
From (41) in retarded or present coordinates, $\mathbf{U}_{a}$ is a periodic function of $t$ with period $T_{s}=2 \pi \gamma / \omega^{\prime}$, an interval that by (1) transforms to $\Sigma^{\prime}$ as the period $T^{\prime}=2 \pi / \omega^{\prime}$ of the $t^{\prime}$-periodic function $\mathrm{U}^{\prime}$,i.e..
$T^{\prime}=2 \pi / \omega^{\prime}, \quad T_{s}=2 \pi \gamma / \omega^{\prime}=2 \pi / \omega(1-\beta \cos \alpha)$,
with $T_{s}$ as the dilation of $T^{\prime}$. From the final form of (28), i.e., (47) with $G$ replaced by $\mathscr{D} \cdot G$, we see that this result for $\mathbf{U}_{a}$ also holds for $\mathbf{U}$. Thus when in $\Sigma^{\prime}$ we consider quadratic functions (energy and momentum) of $U^{\prime}$ that have been averaged over one cycle $T^{\prime}$ in $t^{\prime}$, the analogs in $\Sigma$ in retarded and present coordinates may be interpreted as $t$ averages over $T_{s}$. We illustrate this in the following, but reserve discussion of the quadratic functions and of conservation of energy and momentum for a sequel.
Thus, we interpret $\mathrm{S}_{s}=\frac{1}{2} \operatorname{Re} \mathrm{E}_{s} \times \mathrm{H}_{s}^{*}$ in $\mathrm{R}, t$ as the scattered Poynting vector averaged over $T_{s}$. With $\mathrm{U}=\mathrm{E}_{s}$, and $S_{0}=\epsilon_{0} c / 2$, we have

$$
\begin{align*}
\mathbf{S}_{s}= & S_{0} \operatorname{Re} \mathrm{U} \times \mathrm{U}_{M}^{*} \\
& \sim S_{0}|\mathbf{G}|^{2} \widehat{\mathbf{R}} /\left(k^{\prime} r^{\prime}\right)^{2}=\left(\$ p_{s}^{4}|\mathbf{g}|^{2} / \mathbf{R}^{2}\right) \widehat{\mathbf{R}}=S_{s a} \widehat{\mathbf{R}} \\
& \mathcal{S}=S_{0} / k^{2}=S_{0} p^{\prime 2} / k^{\prime 2} . \tag{51}
\end{align*}
$$

In general, the interval $T_{s}$ is small enough for the implicit $t$ variation of (51) in $\mathbf{r}, t$ to be neglected for practical purposes. Plots of $S_{s a}$ for a small perfectly conducting sphere are given by Restrick ${ }^{9}$; he interprets $S_{s a}$ as the limit of the $t$ average over an infinite interval. Since $d \Omega(\widehat{\mathbf{R}})=$ $d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)\left(\partial_{\theta}, \cos \boldsymbol{\theta}\right) / \partial_{\theta}, \cos \theta^{\prime}=d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) / p_{s}^{2}$, the scattered flux $\Delta \boldsymbol{O}_{s}$ through $\Delta \mathbf{A}(\hat{\mathbf{R}})$ with $\hat{\mathbf{R}} d A(\hat{\mathbf{R}})=\hat{\mathbf{R}} R^{2} d \Omega(\hat{\mathbf{R}})=$ $\widehat{\mathbf{R}} r^{\prime 2} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)$ equals

$$
\begin{align*}
\Delta \mathscr{P}_{s}=\boldsymbol{S} \int_{\Delta} p_{s}^{2}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right), \quad p_{s}=\gamma\left(1+\beta \cos \theta^{\prime}\right) \\
\Delta=\Delta \Omega(\hat{\mathbf{R}}) \tag{52}
\end{align*}
$$

From (51) or (52), $d \oplus_{s} / d \Omega(\hat{\mathbf{R}})=\mathrm{S}_{\mathrm{s}}{ }^{4}|\mathbf{g}|^{2}$.
The corresponding energy density is
$W_{\mathrm{s}}=\frac{1}{4} \epsilon_{0}\left(|\mathbf{U}|^{2}+\left|\mathbf{U}_{M}\right|^{2}\right)=\frac{1}{2} \epsilon_{0}|\mathbf{U}|^{2} \sim S_{\mathrm{sa}} / c=W_{\mathrm{sa}}$,
and from (51) and (53) we construct
$\mathbf{S}_{s}-\mathbf{v} W_{s} \sim \mathbf{S}_{s a}-\mathbf{v} W_{s a}=S_{s a}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}})=S_{s a}\left(q / p_{s}\right) \hat{\mathbf{r}}_{s}$
$=\frac{S p_{s}^{4}|\mathbf{g}|^{2}}{R^{2}}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}})=\frac{\delta p_{s} q^{3}|\mathbf{g}|^{2}}{r_{s}^{2}} \hat{\mathbf{r}}_{\mathrm{s}}$.
Since $d \Omega\left(\hat{\mathbf{r}}_{s}\right)=d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)\left(\partial_{\theta}, \cos \theta_{s}\right) / \partial_{\theta}, \cos \theta^{\prime}=$ $d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) / \gamma q^{3}$, the flux of (54) (say $\Delta \boldsymbol{Q}_{R}$ ) through $\Delta \mathbf{A}_{s}$ with $\hat{\mathbf{r}}_{s} d A_{s}=\hat{\mathbf{r}}_{s} r_{s}^{2} d \Omega\left(\hat{\mathbf{r}}_{s}\right)=\hat{\mathbf{r}}_{s} p^{\prime 2} d \Omega\left(\hat{\mathbf{r}^{\prime}}\right) / \gamma q$ is
$\Delta \boldsymbol{O}_{R}=\boldsymbol{S} \int_{\Delta_{s}}\left(1+\beta \cos \theta^{\prime}\right)\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} d \Omega(\hat{\mathbf{r}}), \quad \Delta_{s}=\Delta \Omega\left(\hat{\mathbf{r}}_{s}\right) ;$
for the corresponding flux through $\Delta \mathbf{A}(\widehat{R})$, we replace $\Delta_{s}$ by $\Delta$. We regard (55) as the fundamental reradiated flux measure in $\Sigma$. It yields
$d \mathscr{\odot}_{R} / d \Omega(\hat{\mathbf{R}})=S p_{s}^{3}|\mathbf{g}| 2 / \gamma$ and $d \mathscr{P}_{R} / d \Omega\left(\hat{\mathbf{r}}_{s}\right)=$ $S p_{s} q^{3}|\mathrm{~g}|^{2}$.
Several special values of $\mathbf{U}_{a}$ are of particular interest; we list key vectors and $P$. Corresponding to the forward-scattering direction in $\Sigma^{\prime}$,

$$
\begin{align*}
\hat{\mathbf{r}}^{\prime} & =\hat{\mathbf{k}}^{\prime}=\hat{\mathbf{v}} \cos \alpha^{\prime}+\hat{\mu} \sin \alpha^{\prime} \\
\hat{\mathbf{R}} & =\hat{\mathbf{k}}=\hat{\mathbf{v}} \cos \alpha+\hat{\mu} \sin \alpha \\
\hat{\mathbf{r}}_{s} & =\hat{\mathbf{r}}_{f}=\hat{\mathbf{v}} \cos \theta_{f}+\hat{\mu} \sin \theta_{f}=(\hat{\mathbf{k}}-\beta \hat{\mathbf{v}}) / \mathrm{C} \\
\cos \theta_{f} & =(\cos \alpha-\beta) / \mathbb{C}, \sin \theta_{f}=\sin \alpha / \varrho \\
\mathfrak{C} & =\left(1-2 \beta \cos \alpha+\beta^{2}\right)^{1 / 2} P=1 \tag{56a}
\end{align*}
$$

For back scattering in $\Sigma^{\prime}$,

$$
\begin{align*}
\hat{\mathbf{r}}^{\prime} & =-\hat{\mathbf{k}}^{\prime}, \quad \hat{\mathbf{R}}=\hat{\mathbf{k}}_{b}=-\hat{\mathbf{z}} \cos \alpha_{b}-\hat{\mu} \sin \alpha_{b} \\
\hat{\mathbf{r}}_{s} & =\hat{\mathbf{r}}_{b}=-\hat{\mathbf{r}}_{f}, \\
\cos \alpha_{b}^{\prime} & =\left(\cos \alpha-\beta_{2}\right) /\left(1-\beta_{2} \cos \alpha\right), \\
\sin \alpha_{b} & =\sin \alpha /\left[\gamma_{2}\left(1-\beta_{2} \cos \alpha\right)\right], \\
\beta_{2} & =2 \beta /\left(1+\beta^{2}\right), \\
\gamma_{2} & =\left(1-\beta_{2}^{2}\right)-1 / 2=\left(1+\beta^{2}\right) /\left(1-\beta^{2}\right) \\
P & =P_{b}=\gamma^{2} \mathbb{C}^{2}=\left(1-2 \beta \cos \alpha+\beta^{2}\right) /\left(1-\beta^{2}\right) \\
& =\gamma_{2}\left(1-\beta_{2} \cos \alpha\right) . \tag{56b}
\end{align*}
$$

For back scattering in retarded coordinates

$$
\hat{\mathbf{R}}=-\hat{\mathbf{k}}, \quad \hat{\mathbf{r}}^{\prime}=\hat{\mathbf{k}}_{b}^{\prime}=-\hat{\mathbf{z}} \cos \alpha_{b}^{\prime}-\hat{\mu} \sin \alpha_{b}^{\prime}
$$

$$
\hat{\mathbf{r}}_{s}=-(\hat{\mathbf{k}}+\beta \hat{\mathbf{v}}) /\left(1+2 \beta \cos \alpha+\beta^{2}\right)^{1 / 2}
$$

$\cos \alpha_{b}^{\prime}=(\cos \alpha+\beta) /(1+\beta \cos \alpha)$

$$
=\left(\cos \alpha^{\prime}+\beta_{2}\right) /\left(1+\beta_{2} \cos \alpha^{\prime}\right)
$$

$\sin \alpha_{b}^{\prime}=\sin \alpha^{\prime} /\left[\gamma_{2}\left(1+\beta_{2} \cos \alpha^{\prime}\right)\right]$,

$$
P=(1-\beta \cos \alpha) /(1+\beta \cos \alpha)
$$

$$
\begin{equation*}
=\left[\gamma_{2}\left(1+\beta_{2} \cos \alpha^{\prime}\right)\right]^{-1} \tag{56c}
\end{equation*}
$$

where $\beta_{2}$ corresponds to the relativistic sum of two identical velocities. For geometrical reflection from $z^{\prime}=0$,

$$
\begin{align*}
& \hat{\mathbf{r}}^{\prime}=\hat{\mathbf{k}}_{r}^{\prime} \\
&=-\hat{\mathbf{z}} \cos \alpha^{\prime}+\hat{\mu} \sin \alpha^{\prime} \\
& \mathbf{R}=\hat{\mathbf{k}}_{r}=-\hat{\mathbf{z}} \cos \alpha_{b}+\hat{\mu} \sin \alpha_{b}  \tag{56~d}\\
& \hat{\mathbf{r}}_{s}=\hat{\mathbf{r}}_{r}=-\hat{\mathbf{z}} \cos \theta_{f}+\mu \sin \theta_{f}, \quad P_{r}=P_{b}
\end{align*}
$$

For observation in the direction of motion,

$$
\begin{align*}
\hat{\mathbf{r}}_{s} & =\hat{\mathbf{R}}=\hat{\mathbf{r}}^{\prime}=\hat{\mathbf{v}}, \quad \theta_{s}=\boldsymbol{\Theta}=\theta^{\prime}=0 \\
P & =P(0)=(1-\beta \cos \alpha) /(1+\beta) \tag{56e}
\end{align*}
$$

For observation back from the motion,

$$
\begin{align*}
& \hat{\mathbf{r}}_{s}=\hat{\mathbf{R}}=\hat{\mathbf{r}}^{\prime}=-\hat{\mathbf{v}}^{\prime}, \quad \theta_{s}=\boldsymbol{\Theta}=\theta^{\prime}=\pi \\
& P=P(\pi)=(1-\beta \cos \alpha) /(1-\beta) \tag{56f}
\end{align*}
$$

For observation perpendicular to the motion, $\theta_{s}=\theta^{\prime}=\pi / 2$,

$$
\begin{align*}
& \widehat{\mathbf{r}}_{s}=\hat{\mathbf{r}}^{\prime}=\hat{\rho}, \quad \hat{\mathbf{R}}=\hat{\mathbf{v}} \beta+\hat{\rho}\left(1-\beta^{2}\right)^{1 / 2} \\
& P=P(\pi / 2)=(1-\beta \cos \alpha) /\left(1-\beta^{2}\right) \tag{56~g}
\end{align*}
$$

For $\Theta=\pi / 2$,

$$
\begin{aligned}
& \hat{\mathbf{R}}=\hat{\rho}, \quad \hat{\mathbf{r}}^{\prime}=-\hat{\mathbf{v}} \beta+\hat{\rho}\left(1-\beta^{2}\right)^{1 / 2} \\
& \hat{\mathbf{r}}_{s}=(-\hat{\mathbf{v}} \beta+\hat{\rho}) /\left(1+\beta^{2}\right)^{1 / 2}, \quad P=1-\beta \cos \alpha
\end{aligned}
$$

(56h)
Finally, for forward and back scattering in present coordinates,

$$
\begin{align*}
& \hat{\mathbf{r}}_{s}= \pm \hat{\mathbf{k}}, \quad \hat{\mathbf{r}}^{\prime}= \pm \hat{\mathbf{r}}_{f}^{\prime}= \pm \frac{\hat{\mathbf{v}} \cos \alpha+\hat{\boldsymbol{\rho}}(\sin \alpha) / \gamma}{\left(1-\beta^{2} \sin ^{2} \alpha\right)^{1 / 2}} \\
& P=\frac{(1-\beta \cos \alpha)}{1-\beta^{2}}\left[1 \pm \frac{\beta \cos \alpha}{\left(1-\beta^{2} \sin ^{2} \alpha\right)^{1 / 2}}\right] \cdot(56 \mathbf{i}) \tag{56i}
\end{align*}
$$

The Doppler effects are determined primarily by $P$ in the form $P \nu(\hat{\mathbf{R}})=\nu_{s}$ of the phase given in (27); see Lee and Mittra ${ }^{8}$ for discussion, and also for graphs of $P(0)$ and $P(\pi)$. In terms of $\theta_{s}$,

$$
\begin{align*}
P & \left.=p^{\prime}(\alpha) p_{s}\left(\theta^{\prime}\right)=p^{\prime}(\alpha) \gamma 1+\frac{\beta \cos \theta_{s}}{\cos \left(\theta_{s}-\theta\right)}\right] \\
& =\frac{1-\beta \cos \alpha}{1-\beta^{2}}\left[1+\frac{\beta \cos \theta_{s}}{\left(1-\beta^{2} \sin ^{2} \theta_{s}\right)^{1 / 2}}\right] \tag{57}
\end{align*}
$$

the approximation $P \approx \gamma^{2}(1-\beta \cos \alpha)\left(1+\beta \cos \theta_{s}\right)$, correct at least to order $\beta^{2}$, is rigorous for $\theta_{s}=$ $0, \pi / 2$, and $\pi$.

## 2. ALTERNATIVE REPRESENTATIONS

## Surface and Volume Integrals

As discussed before, ${ }^{4}$ we may write $u$ of (22) in the form (12) ${ }^{4}$

$$
\begin{align*}
\mathbf{u}\left(\mathbf{r}^{\prime}\right) & =\left\{\tilde{\mathbf{h}}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right), \mathbf{u}\left(\mathbf{r}^{\prime \prime}\right)\right\}=\{\tilde{\mathbf{h}}, \psi\} \\
& =\left(-k^{\prime} 2 / 4 \pi\right) \int\left[\left(\tilde{\mathbf{h}} \times \hat{\mathbf{n}}^{\prime}\right) \cdot \mathbf{u}_{M}+\tilde{\mathbf{h}}_{M} \cdot\left(\mathbf{u} \times \hat{\mathbf{n}}^{\prime}\right)\right] d A^{\prime} \\
\tilde{\mathbf{h}} & =\boldsymbol{\nabla}^{\prime} \times \boldsymbol{\nabla}^{\prime} \times \tilde{\mathbf{I}} h_{0} / k^{\prime 2}=\left(\mathbf{I}+\nabla^{\prime} \nabla^{\prime} / k^{\prime 2}\right) h_{0}  \tag{58}\\
\tilde{\mathbf{h}}_{M} & =\nabla^{\prime} \times \tilde{\mathbf{h}} / i k^{\prime}=\boldsymbol{\nabla}^{\prime} \times \tilde{\mathbf{I}} h_{0} / i k^{\prime} \\
h_{0} & =h_{0}^{(1)}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) \tag{59}
\end{align*}
$$

where $A^{\prime}\left(\mathbf{r}^{\prime \prime}\right)$ is any surface enclosing the scatterer's surface $\mathfrak{Q}^{\prime}$ and excluding $\mathbf{r}^{\prime}$, and $\hat{\mathbf{n}}^{\prime}$ is the outward normal. [Equation (58) differs from (12) ${ }^{4}$ in that it contains $\mathbf{u}_{M}$ instead of $\nabla^{\prime \prime} \times \mathbf{u}\left(\mathbf{r}^{\prime \prime}\right) / i k^{\prime}$ and $\tilde{\mathbf{h}}_{M}$
instead of $-\nabla^{\prime \prime} \times \widetilde{\mathbf{h}} / i k^{\prime}$.] If $A^{\prime}=\mathbb{Q}^{\prime}$, the usual boundary or transition conditions lead to alternative surface ( $Q^{\prime}$ ) or volume ( $V^{\prime}$ ) integral representations, and provide integral equations for $\psi=\phi+$ $\mathbf{u}$. In particular, essentially as in (14), ${ }^{4}$ we may represent $\mathbf{u}$ for constant parameters by

$$
\begin{align*}
\mathbf{u}\left(\mathbf{r}^{\prime}\right)= & \left(-\frac{k^{\prime} 3}{4 \pi i}\right) \int\left[\left(\eta^{\prime 2} B-1\right) \tilde{\mathbf{h}} \cdot \psi\right. \\
& \left.-(1-B) \tilde{\mathbf{h}}_{M}^{\bullet} \psi_{M}\right] d \tilde{V^{\prime}}, \\
\eta^{\prime}= & \frac{K^{\prime}}{k^{\prime}}=\left(\frac{\mu^{\prime} \epsilon^{\prime}}{\mu_{0} \epsilon_{0}}\right)^{1 / 2}, \quad B=\left\{\begin{array}{l}
B_{e} \\
B_{m}
\end{array}\right\}=\left\{\begin{array}{l}
\mu_{0} / \mu^{\prime} \\
\epsilon_{0} / \epsilon^{\prime}
\end{array}\right\}, \tag{60}
\end{align*}
$$

where the ordering for $B$ corresponds to that in (4). For dispersive scattering material, the rest system parameters $\epsilon^{\prime}, \mu^{\prime}$ and index of refraction $\eta^{\prime}$ depend on $\omega^{\prime}$ and therefore on $v$ and $\alpha$.
For $r^{\prime} \sim \infty$, we have $h_{0}\left(k\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) \sim h\left(k^{\prime} r^{\prime}\right)$ $\times e^{-i k^{\prime} \hat{\mathbf{r}}^{\prime} \cdot \mathbf{r}^{\prime \prime}}$, and (59) reduces to

$$
\begin{align*}
\tilde{\mathbf{h}} \sim & \tilde{\mathbf{h}}_{a}=\left(\hat{\theta}^{\prime} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) e^{-i k^{\prime} \hat{\mathbf{r}}^{\prime} \cdot \mathbf{r}^{\prime \prime}} h \\
& =\boldsymbol{\phi}\left(-\hat{\mathbf{r}}^{\prime} ; \mathbf{r}^{\prime \prime}\right) h\left(k^{\prime} r^{\prime}\right) \\
& \tilde{\mathbf{h}}_{M} \sim \hat{\mathbf{r}}^{\prime} \times \overline{\mathbf{h}}_{a}=\hat{\mathbf{r}}^{\prime} \times \Phi h=\Phi_{M^{\prime}} \dot{\prime 2} \tag{61}
\end{align*}
$$

where $\tilde{\boldsymbol{\phi}}$ is the form in (19). By using (61) in (58) or (60), it follows from $\mathbf{u} \sim h \mathbf{g}$ that

$$
\begin{equation*}
\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=\left\{\tilde{\phi}\left(-\hat{\mathbf{r}}^{\prime} ; \hat{\mathbf{r}}^{\prime \prime}\right), \psi\left(\mathbf{r}^{\prime \prime}\right)\right\} \tag{62}
\end{equation*}
$$

where $\}$ represents integration over any surface inclosing the scatterer, or over $V$. From (26), ${ }^{4}$

$$
\begin{align*}
& \tilde{\mathbf{h}}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right)=\int\left(\hat{\boldsymbol{\theta}}_{c}^{\prime} \hat{\boldsymbol{\theta}}_{c}^{\prime}+\hat{\boldsymbol{\varphi}}_{c} \hat{\varphi}_{c}\right) e^{i k^{\prime}\left(\mathbf{\mathbf { r } ^ { \prime } - \mathbf { r }}{ }^{\prime \prime}\right) \cdot \hat{\mathbf{R}}_{c}^{\prime}} \\
&=\int \tilde{\phi}\left(\hat{\mathbf{R}}_{c}^{\prime} ; \mathbf{r}^{\prime}\right) \cdot \bar{\phi}\left(-\hat{\mathbf{R}}_{c}^{\prime} ; \mathbf{r}^{\prime \prime}\right), \quad \tilde{\mathbf{h}}_{M}=\int \tilde{\boldsymbol{\phi}} \cdot \tilde{\phi}_{M} \tag{63}
\end{align*}
$$

Substituting (63) into (58) gives the integral representation (25) with $g$ as in (62).
We may rewrite $U^{\prime}$ of (22) as

$$
\begin{array}{ll}
\mathbf{U}^{\prime}=\{\tilde{\mathfrak{H}}, \psi\}, & \tilde{\mathfrak{H}}^{\prime}=\tilde{\mathbf{h}}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) p^{\prime} e^{-i \omega^{\prime} t \prime} \\
& \tilde{\mathfrak{H}}_{M}^{\prime}=\tilde{\mathbf{h}}_{M} p^{\prime} e^{-i \omega^{\prime} t \prime} \tag{64}
\end{array}
$$

and, by (61),

$$
\begin{equation*}
\mathbf{U}^{\prime} \sim \mathbf{U}_{a}^{\prime}=h e^{-i \omega^{\prime} t^{\prime} \mathbf{G}^{\prime}}, \quad \mathbf{G}^{\prime}=p^{\prime}\{\phi, \psi\}=p^{\prime} \mathbf{g} \tag{65}
\end{equation*}
$$

By (5), the transform of $U^{\prime}$ in $\Sigma$ is

$$
\begin{array}{ll}
\mathbf{U}=\{\tilde{\mathfrak{H}}, \psi\}, \quad \tilde{\mathfrak{X}}=\cdot \tilde{\Gamma}\left(\tilde{\mathbf{h}}-\gamma \beta \hat{\mathbf{v}} \times \tilde{\mathbf{h}}_{M}\right) p^{\prime} e^{-i \omega^{\prime} t}, \\
& \tilde{\mathfrak{H}}_{M}=\left(\tilde{\Gamma} \cdot \tilde{\mathbf{h}}_{M}+\gamma \beta \hat{\mathbf{v}} \times \tilde{\mathbf{h}}\right) p^{\prime} e^{-i \omega^{\prime} t^{\prime}} \tag{66}
\end{array}
$$

For $r^{\prime} \sim \infty$, from (61) and the forms in (19) and (20),

$$
\begin{align*}
\tilde{\mathfrak{C}} \sim \tilde{\mathfrak{H}}_{a}= & P(\hat{\mathbf{G}} \hat{\theta}+\hat{\boldsymbol{\varphi}} \hat{\varphi}) \cdot \tilde{h}_{a} e^{-i \omega^{\prime} t} \\
= & \tilde{\boldsymbol{\Phi}}\left(\hat{\mathbf{R}}, \hat{\mathbf{r}}^{\prime} ; \mathbf{r}^{\prime}\right) \cdot \tilde{\boldsymbol{\phi}}\left(-\hat{\mathbf{r}}^{\prime} ; \mathbf{r}^{\prime \prime}\right) / i k^{\prime} r^{\prime} \\
& \tilde{\mathfrak{H}}_{\boldsymbol{M}} \sim \hat{\mathbf{R}} \times \tilde{\mathfrak{H}}_{a}=\frac{\tilde{\boldsymbol{\Phi}}_{M} \cdot \tilde{\phi}}{i k^{\prime} r^{\prime}}=\frac{\tilde{\Phi} \cdot \tilde{\phi}_{M}}{i k^{\prime} r^{\prime}} \tag{67}
\end{align*}
$$

Substituting (67) into (66), we obtain

$$
\begin{align*}
\mathbf{U} \sim \mathbf{U}_{a} & =h e^{-i \omega^{\prime} t}{ }^{\prime} \mathbf{G} \\
\mathbf{G} & =P\left(\hat{\boldsymbol{\Theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot\{\tilde{\boldsymbol{\phi}}, \psi\}=P\left(\hat{\boldsymbol{\Theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{g} \tag{68}
\end{align*}
$$

as given originally in (27). Using (63) in $\tilde{\mathcal{H}}$ and $\tilde{\mathscr{H}}_{M}$, we have

$$
\begin{align*}
\tilde{\mathfrak{C}} & =\int \tilde{\Phi}\left(\hat{\mathbf{R}}_{c}, \hat{\mathbf{R}}_{c}^{\prime} ; \mathbf{r}^{\prime}\right) \cdot \tilde{\phi}\left(-\hat{\mathbf{R}}_{c}^{\prime} ; \mathbf{r}^{\prime \prime}\right) \\
& =\int P\left(\hat{\boldsymbol{\theta}}_{c} \hat{\boldsymbol{\theta}}_{c}^{\prime}+\hat{\boldsymbol{\varphi}}_{c} \hat{\varphi}_{c}\right) e^{i k^{\prime}\left(\mathbf{r}^{\prime}-\mathbf{r} \mathbf{r}^{\prime \prime}\right) \cdot \hat{\mathbf{R}}_{c}^{\prime}-i \omega^{\prime} t \prime} \\
\tilde{\mathfrak{H}}_{M} & =\int \tilde{\boldsymbol{\Phi}} \cdot \tilde{\Phi}_{M} \tag{69}
\end{align*}
$$

which when substituted into (66) gives the integral representation of (28) in terms of (62). Alternatively, we could start from (28) in terms of G as given in (68), then identify $\tilde{\mathcal{H}}^{\text {Cand }} \tilde{\mathcal{H}}_{M}$ of (69) in the result, and then relate $\overline{\mathfrak{C}}$ to $\tilde{\mathbf{h}}$, etc.
In terms of spherical waves,

$$
\begin{align*}
\widetilde{\mathbf{h}} & =\left(\hat{\theta}^{\prime} \hat{\theta}^{\prime}+\hat{\boldsymbol{\varphi}} \hat{\varphi}\right) \mathfrak{K}_{1}+\hat{\mathbf{r}}^{\prime} \hat{\mathbf{r}}^{\prime} H_{1}, \\
\tilde{\mathbf{h}}_{M} & =\left(-\hat{\theta}^{\prime} \hat{\boldsymbol{\varphi}}+\hat{\boldsymbol{\varphi}} \hat{\theta}^{\prime}\right) i h_{1}, \\
h_{1} & =h_{1}(x)=h_{1}^{(1)}\left(k\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right), \quad H_{1}=2 h_{1} / x, \\
\mathfrak{K}_{1} & =\partial_{x}\left(x h_{1}\right) / x, \tag{70}
\end{align*}
$$

where $h_{1}=h(-i+1 / x)$ and $\mathscr{K}_{1}=i h_{1}-h / x^{2}$. If $r^{\prime} \sim \infty$, we have $\mathscr{K}_{1} \sim i h_{1} \sim h\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) \sim$ $h\left(k^{\prime} r^{\prime}\right) e^{-i k^{\prime} \mathbf{r}^{\prime} \cdot \mathbf{r}^{\prime \prime}}$ and $H_{1} \sim O\left(r^{\prime-2}\right)$, then (70) simplifies to (61). The corresponding $\mathfrak{C}$ and $\mathscr{C}_{M}$ of (66) may be represented in various ways in different coordinate systems. It is useful to keep the right-hand vectors in $\hat{\mathbf{r}}^{\prime}, \hat{\theta}^{\prime}, \widehat{\varphi}$ and to express the left-hand vectors in terms of $\hat{\mathbf{r}}_{s}, \widehat{\boldsymbol{\theta}}$, and $\hat{\varphi}$.
Thus

$$
\begin{align*}
& \tilde{\mathfrak{H}} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}=\left(\hat{\Theta} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \mathfrak{N}_{1}^{1}+\hat{\mathbf{r}}_{s}\left(\hat{\boldsymbol{\theta}}^{\prime} \mathfrak{N}_{1}+\hat{\mathbf{r}}^{\prime} \mathfrak{N}_{1}^{3}\right), \\
& \mathcal{N}_{1}=\gamma\left(\mathcal{H}_{1}+i h_{1} \beta \cos \theta^{\prime}\right), \\
& \mathcal{X}_{1}^{2}=\left[\left(\text { ih }_{1}-\mathfrak{X}_{1}\right)_{\gamma} \beta \sin \Theta\right] / \cos \zeta, \\
& \varkappa_{1}^{3}=H_{1} / \cos \zeta, \\
& \tilde{\mathscr{C}}_{M} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}=\left(-\hat{\boldsymbol{\theta}} \hat{\varphi}+\hat{\boldsymbol{\varphi}} \hat{\boldsymbol{\theta}}^{\prime}\right) \mathbb{N}_{1}^{1}+\hat{\mathbf{r}}_{s} \hat{\varphi} \mathbb{N}_{1}^{2} \\
& +\hat{\varphi} \hat{\mathbf{r}}^{\prime} \mathrm{TH}_{1}^{3}, \\
& \mathfrak{M}_{1}^{1}=\gamma\left(i h_{1}+\mathscr{K}_{1} \beta \cos \theta^{\prime}\right), \\
& \mathfrak{N}_{1}^{2}=\prod_{1}{ }_{1}, \\
& \mathfrak{N}_{1}^{3}=H_{1} \gamma \beta \sin \theta^{\prime}=H_{1} \gamma \beta p_{s} \sin \Theta, \tag{71}
\end{align*}
$$

where the basis reciprocal to $\hat{\mathbf{r}}_{s}, \hat{\boldsymbol{\theta}}, \hat{\varphi}$ is $\hat{\mathbf{R}} / \cos \zeta$, $\hat{\theta}_{s} / \cos \zeta, \hat{\varphi}$. Since $\hat{\mathbf{r}}_{s}=\hat{\mathbf{R}} \cos \zeta+\hat{\mathbf{Q}} \sin \zeta$, we could regroup into forms $\hat{\mathbf{R}} \mathbf{A}_{1}+\hat{\boldsymbol{\theta}} \mathbf{A}_{2}+\hat{\varphi} \mathbf{A}_{3}$, but the present forms are simpler and more similar to (70). If $r^{\prime} \sim \infty$, we have $\mathbb{N}_{1} \sim \mathscr{N} \mathcal{F}_{1} \sim p_{s} h$ and the remaining terms are $O\left(r^{\prime-2}\right)$; then (71) simplifies to (67). We always have $\mathfrak{N}_{1}^{2}=\mathfrak{N}_{1}^{2} \propto h / x^{2}=O\left(x^{-3}\right)$.

## Special Function Series

Similarly the procedures discussed before ${ }^{4}$ for generating the series representation of $u$ can be generalized to $\mathbf{u}$. The Hansen functions satisfy ${ }^{11,4}$
$\left\{\begin{array}{l}\mathbf{M} \\ \mathbf{N}\end{array}\right\}=\frac{\nabla^{\prime}}{\bar{k}^{\prime}} \times\left\{\begin{array}{l}\mathbf{N} \\ \mathbf{M}\end{array}\right\}=i^{-n} \int e^{-i k^{\prime} \mathbf{r}^{\prime} \cdot \hat{\mathbf{R}}_{c}^{\prime}}\left\{\begin{array}{l}\mathbf{C}\left(\hat{\mathbf{R}}_{c}^{\prime}\right) \\ i \mathbf{B}\left(\hat{\mathbf{R}}_{c}^{\prime}\right)\end{array}\right\}$ $\sim h i^{-n}\left\{\begin{array}{l}\mathbf{C}\left(\hat{\mathbf{r}}^{\prime}\right) \\ i \mathbf{B}\left(\hat{\mathbf{r}}^{\prime}\right)\end{array}\right\}$,
$\mathbf{B}=\hat{\mathbf{r}}^{\prime} \times \mathbf{C}, \quad \mathbf{C}=-\hat{\mathbf{r}}^{\prime} \times \mathbf{B}, \quad \mathbf{M}=i \mathbf{N}_{M}, \quad \mathbf{N}=i \mathbf{M}_{M}$,
where $\mathbf{M}=\mathbf{M}_{n m}\left(k^{\prime}, \mathbf{r}^{\prime}\right), \quad \mathbf{C}=\mathbf{C}_{n}^{m}\left(\hat{\mathbf{r}}^{\prime}\right)$, etc., with subscripts usually suppressed. In terms of
$h_{n}=h_{n}^{(1)}(x), \quad H_{n}=n(n+1) h_{n} / x, \quad \mathscr{K}_{n}=\partial_{x}\left(x h_{n}\right) / x$ $x=k^{\prime} r^{\prime}$,
and the spherical harmonics $Y_{n}^{m}\left(\theta^{\prime}, \varphi\right)$ normalized as before ${ }^{4}$,
$\mathbf{M}_{n m}=h_{n} \mathbf{C}_{n}^{m}=h_{n}\left(\hat{\theta^{\prime}} \partial-\hat{\boldsymbol{\varphi}} \partial_{\theta^{\prime}}\right) Y_{n}^{m}, \quad \partial=\left(\sin \theta^{\prime}\right)^{-1} \partial_{\varphi}$,
$\mathbf{N}_{n m}=\mathscr{H}_{n} \mathrm{~B}_{n}^{m}+H_{n} \mathbf{P}_{n}^{m}=\mathfrak{H}_{n}\left(\hat{\theta}^{\prime} \partial_{\theta^{\prime}}+\hat{\varphi} \partial\right) Y_{n}^{m}+H_{n} \hat{\mathbf{r}}^{\prime} \boldsymbol{Y}_{n}^{m}$.

If $r^{\prime} \sim \infty$, then $h_{n} \sim i^{-n} h, \mathcal{K}_{n} \sim i^{-n+1} h$ and $H_{n} \sim O\left(x^{-2}\right)$. The analogs with $h_{n}^{(1)}$ replaced by $j_{n}$ are written $\mathbf{M}^{\mathbf{1}}, \mathbf{N}^{1}$. The Green's function (59) may be written 11,4

$$
\begin{array}{r}
\tilde{\mathrm{h}}=\sum_{n=1}^{\infty} \sum_{m=-n}^{n}\left[\mathrm{M}_{n m}\left(\mathrm{r}^{\prime}\right) \mathrm{M}_{n,-m}^{1}\left(\mathrm{r}^{\prime \prime}\right)+\mathrm{NN}^{1}\right](-1)^{m} d_{n}, \\
d_{n}=(2 n+1) / n(n+1), \tag{75}
\end{array}
$$

and $\tilde{\mathbf{h}}_{M}$ has $\mathrm{M}\left(\mathbf{r}^{\prime}\right)$ and $N\left(\mathbf{r}^{\prime}\right)$ replaced by $-i N$ and $-i \mathbf{M}$ (corresponding to $\mathbf{M}_{M}$ and $\mathbf{N}_{M}$ ). By substituting into $u$ of (58) we obtain (36) ${ }^{4}$
$\mathbf{u}=\sum(\mathbf{M} c-i \mathbf{N} b) i^{\boldsymbol{n}}=\mathbf{u}(c, b), \quad \mathbf{u}_{M}=\mathbf{u}(b,-c)=\mathbf{w}$
where $c=c_{n m}=i^{-n}(-1)^{m} d_{n}\left\{\mathbf{M}_{n-m}^{1}, \boldsymbol{\psi}\right\}$, and $b=b_{n m}$ has $\mathrm{M}^{1}$ replaced by $\mathrm{N}^{1}$. Similarly, as in (37) ${ }^{4}$,

$$
\begin{align*}
\mathbf{g}= & \sum(\mathbf{C} c+\mathbf{B} b) \\
& =\sum\left[\hat{\theta^{\prime}}\left(c \partial+b \partial_{\theta^{\prime}}\right)+\hat{\varphi}\left(-c \partial_{\theta^{\prime}}+b \partial\right)\right] \mathbf{Y}_{n}^{m}  \tag{77}\\
& =\hat{\boldsymbol{\theta}}^{\prime} g_{\theta^{\prime}}+\hat{\varphi} g_{\varphi} .
\end{align*}
$$

The corresponding form of $\tilde{\mathcal{E}}$ is

$$
\begin{align*}
\tilde{\mathfrak{E}} & =\sum\left[\mathfrak{N} \mathbf{M}^{1}+\mathfrak{N} \mathbf{N}^{1}\right](-1)^{m} d_{n} \\
\mathfrak{M} & =\left(\tilde{\Gamma} \cdot \mathbf{M}+i_{\gamma} \hat{\beta} \hat{\mathbf{v}} \times \mathbf{N}\right) p^{\prime} e^{-i \omega^{\prime} t^{\prime}}=\mathfrak{M}(\mathbf{M}, \mathbf{N}) \\
\mathfrak{N} & =\mathfrak{M}(\mathbf{N}, \mathbf{M}) \tag{78}
\end{align*}
$$

and $\mathfrak{K}_{M}$ has $\mathfrak{N}$ and $\mathfrak{N}$ replacea by $-i \mathfrak{N}$ and $-i \mathfrak{T l}$. Substituting into (66), we obtain

$$
\begin{equation*}
\mathbf{U}=\sum\left(\mathfrak{T}(c-i \mathfrak{T} b) i^{n}=\mathbf{U}(c, b), \quad \mathbf{U}_{M}=\mathbf{U}(b,-c),\right. \tag{79}
\end{equation*}
$$

which also follows directly from (5) on transforming $\mathbf{U}^{\prime}=p^{\prime} e^{-i \omega^{\prime} t^{\prime}} \mathbf{u}$ with $\mathbf{u}$ as in (76). The corresponding scattering amplitude is

$$
\begin{align*}
\mathbf{G} & =\sum(\boldsymbol{\mathcal { C }} c+\boldsymbol{\beta} b)=P\left(\hat{\boldsymbol{\Theta}} g_{\theta^{\prime}}+\hat{\boldsymbol{\varphi}} g_{\varphi}\right), \\
\mathfrak{C}_{n}^{m} & =\left(\tilde{\Gamma} \cdot \mathbf{C}_{n}^{m}-\gamma \hat{\boldsymbol{\beta}} \times \mathbf{B}_{n}^{m}\right) p^{\prime}=P\left(\hat{\boldsymbol{\Theta}} \partial-\hat{\boldsymbol{\varphi}} \partial_{\theta^{\prime}}\right) Y_{n}^{m}, \\
\boldsymbol{Q}_{n}^{m} & =(\tilde{\Gamma} \cdot \mathbf{B}+\gamma \beta \hat{\mathbf{v}} \times \mathbf{C}) p^{\prime}=P\left(\hat{\boldsymbol{\Theta}} \partial_{\theta^{\prime}}+\hat{\boldsymbol{\varphi}} \partial\right) Y_{n}^{m} \\
& =\hat{\mathbf{R}} \times \mathbf{C}_{n}^{m} . \tag{80}
\end{align*}
$$

Since $h_{n}(x)$ has the form $e^{i x}$ times a polynomial in $1 / x$, we may factor $\mathbf{u}$ in the form $e^{i \nu_{s}}[]$, where the phase factor $e^{i \nu_{s}}$ was discussed for $U_{a}$.

The functional forms $\mathbf{M}(\mathbf{C})$ and $\mathbf{N}(\mathbf{B})$ of (72) are also satisfied by $\mathfrak{N ( C )}$ and $\mathfrak{N}(\mathbb{O})$; thus, if we substitute the present series $\mathbf{G}(\mathbb{C}, \boldsymbol{Q})$ into the complex integral in (28), we again obtain (79). Censor ${ }^{7}$ decomposed $\tilde{\Gamma} \cdot \mathbf{g}-\gamma \beta \hat{\mathbf{v}} \times\left(\hat{\mathbf{R}}_{c}^{\prime} \times \mathrm{g}\right)$ as a series of vector spherical harmonics involving $\mathbf{P}_{n}^{m}$ as well as $\mathrm{C}_{n}^{m}$ and $\mathrm{B}_{n}^{m}$, and obtained a series for U involving $L_{n m}\left(\mathbf{r}^{\prime}\right)$ as well as $\mathbf{M}_{n m}$ and $\mathbf{N}_{n m}$.
Essentially as before for $\mathcal{X}$ and $\tilde{\mathscr{F}}_{M}$, we resolve the analogs $\mathfrak{N}$ and $\mathfrak{T K} / i$ into components along $\hat{\mathbf{r}}_{s}, \hat{\boldsymbol{\theta}}$, and $\hat{\boldsymbol{\varphi}}$ :

$$
\begin{align*}
& \mathfrak{N}_{n m} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}} \\
& \quad=\left[\mathcal{N}_{n}^{1}\left(\hat{\boldsymbol{\Theta}} \partial_{\theta^{\prime}}+\hat{\boldsymbol{\varphi}} \partial\right)+\hat{\mathbf{r}}_{s}\left(\mathcal{N}_{n}^{2} \partial_{\theta^{\prime}}+\mathfrak{N}_{n}^{3}\right)\right] Y_{n}^{m} \\
& \mathfrak{T}_{n m^{\prime}} / i p^{\prime} e^{-i \omega^{\prime} t^{\prime}} \\
& \quad=\left[\mathfrak{N}_{n}^{1}\left(-\hat{\boldsymbol{\theta}} \partial+\hat{\boldsymbol{\varphi}} \partial_{\theta^{\prime}}\right)+\mathbf{r}_{s} \mathscr{N}_{n}^{2} \partial+\hat{\boldsymbol{\varphi}} \mathfrak{N}_{n}^{3}\right] Y_{n}^{m}, \tag{81}
\end{align*}
$$

where $\Re_{n}^{1}, \Re_{n}^{2}=\prod_{n}^{2}$, etc. are the forms given in (71) for $\mathfrak{R}_{1}, \mathfrak{N}_{1}^{2}$, etc., with $h_{1}\left(h\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right), H_{1}$, and $\mathscr{K}_{1}$, replaced by $h_{n}\left(k^{\prime} r^{\prime}\right), H_{n}$, and $\mathscr{K}_{n}$.
Alternative representations may also be constructed by using (106) ${ }^{4}$ and (108) ${ }^{4}$,

$$
\begin{array}{r}
\tilde{\mathbf{h}}=\hat{\mathbf{z}} \mathbf{N}_{10}+\hat{\mathbf{x}} \operatorname{Re} \mathbf{N}_{11}+\hat{\mathbf{y}} \operatorname{Im} \mathbf{N}_{11}=\tilde{\mathbf{h}}(\mathbf{N}), \\
\tilde{\mathbf{h}}_{M} / i=\tilde{\mathbf{h}}(\mathbf{M}), \tag{82}
\end{array}
$$

and the analogs
$\tilde{\boldsymbol{J}} \tilde{C}(\mathbf{N}, \mathbf{M}) / p^{\prime} e^{-i \omega^{\prime} t \prime}=\hat{\mathbf{z}} \mathrm{N}_{10}+\hat{\mathbf{x}} \gamma\left(\operatorname{Re} \mathrm{N}_{11}+i \beta \operatorname{Im} \mathrm{M}_{11}\right)$

$$
\begin{equation*}
+\hat{\mathrm{y}} \gamma\left(\operatorname{Im} \mathrm{~N}_{11}-i \beta \operatorname{Re} \mathrm{M}_{11}\right), \quad \tilde{\mathfrak{J C}}_{M}=\overline{\mathfrak{C}}(\mathbf{M}, \mathrm{N}) \tag{83}
\end{equation*}
$$

## General Decompositions

Alternative representations and decompositions may be more useful for special computations. Thus from (5) in the form
$\mathbf{U} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}=\boldsymbol{u}=\tilde{\Gamma} \cdot \mathbf{u}-\gamma \beta \hat{\mathbf{v}} \times \mathbf{w}$,

$$
\begin{equation*}
\mathbf{w}=\mathbf{u}_{M}=\nabla^{\prime} \times \mathbf{u} / i k^{\prime} \tag{84}
\end{equation*}
$$

we have in the invariant cylindrical basis

$$
\begin{align*}
\boldsymbol{u} & =\hat{\mathbf{z}} u_{z}+\hat{\boldsymbol{\rho}}_{\gamma}\left(u_{\rho}-\beta w_{\varphi}\right)+\hat{\varphi} \gamma\left(u_{\varphi}-\beta w_{\rho}\right) \\
& =\hat{\mathbf{z}} u_{z}+\hat{\boldsymbol{\rho}} u_{\rho}+\hat{\varphi} u_{\varphi} . \tag{85}
\end{align*}
$$

We rewrite the scalars in terms of the spherical components as

$$
\begin{align*}
u_{z} & =\dot{u}_{r^{\prime}} \cos \theta^{\prime}-u_{\theta^{\prime}} \sin \theta^{\prime}, \\
\mathcal{u}_{\rho} / \gamma & =u_{r^{\prime}} \sin \theta^{\prime}+u_{\theta}, \cos \theta^{\prime}+\beta w_{\varphi}, \\
u_{\varphi} & =\gamma\left(u_{\varphi}-w_{\theta^{\prime},} \beta \cos \theta^{\prime}\right)-w_{r^{\prime}} \beta \gamma \sin \theta^{\prime} \\
& =u_{\varphi 1}-w_{r^{\prime}}, \beta \gamma \sin \theta^{\prime} \tag{86}
\end{align*}
$$

and can express ( $\hat{\mathbf{z}}, \hat{\rho}$ ) in ( $(\hat{\mathbf{R}}, \hat{\Theta})$, or ( $\hat{\mathbf{r}}_{s}, \hat{\theta}_{s}$ ), or $\left(\hat{\mathbf{r}}^{\prime}, \hat{\boldsymbol{\theta}}^{\prime}\right)$, or in a mixed system.
In $\hat{\mathbf{R}}, \hat{\boldsymbol{\theta}}, \hat{\varphi}$, we have

$$
\begin{align*}
& \boldsymbol{u}=\hat{\mathbf{R}} u_{R}+\hat{\boldsymbol{\theta}} u_{\theta}+\hat{\varphi} u_{\varphi}, \\
& u_{R}=u_{r}-\left(u_{\theta},-w_{\varphi}\right)_{\gamma \beta} \sin \Theta, \\
& u_{\varphi}=\left(u_{r}, \gamma \beta \sin \Theta+u_{\theta}, p_{s}-\left(u_{\theta^{\prime}}-w_{\varphi}\right)_{\gamma \beta} \cos \Theta,\right. \tag{87}
\end{align*}
$$

with $\mathcal{U}_{\varphi}$ as in (86). The representation in $\hat{\mathbf{r}}_{s}, \widehat{\boldsymbol{\theta}}, \hat{\boldsymbol{\varphi}}$ is simpler:

$$
\begin{align*}
\boldsymbol{U} & =\hat{\mathbf{r}}_{s} \mathfrak{u}_{R} / \cos \zeta+\hat{\boldsymbol{\theta}} \mathfrak{U}^{\ominus}+\hat{\varphi} \mathbf{u}_{\varphi}, \\
\mathcal{U}^{\ominus} & =\gamma\left(u_{\theta^{\prime}}+w_{\varphi} \beta \cos \theta^{\prime}\right) . \tag{88}
\end{align*}
$$

Here $\mathcal{U}^{\theta}$ is similar to $\mathcal{U}_{\varphi_{1}}$, and all terms but these become negligible as $r^{\prime} \sim \infty$. The behavior of the terms can be seen from (76) and (74):

$$
\begin{align*}
\mathbf{u}(c, b) & =\sum\left[\hat{\mathbf{r}}^{\prime} f_{1}+\hat{\boldsymbol{\theta}}^{\prime} f_{2}+\hat{\varphi} f_{3}\right] Y_{n}^{m_{i}} i^{n}, \\
\mathbf{w} & =\mathbf{u}(-b, c), \\
f_{1} & =-i b H, \quad f_{2}=c h \partial-i b \Re \partial_{\partial^{\prime}}, \\
f_{3} & =-c h \partial_{\theta}-i b \Re \partial, \\
\boldsymbol{u} & =i \sum\left[\hat{\mathbf{r}}_{S} F_{1}+\hat{\boldsymbol{\Theta}} F_{2}+\hat{\boldsymbol{\varphi}} F_{3}\right] Y_{n}^{m} i^{n}, \\
F_{1} & =\Re^{2}\left(c \partial-b \partial_{\theta}\right)-\Re^{3} b, \\
F_{2} & =-\Re^{1} c \partial-\Re^{1} b \partial_{\theta}, \\
F_{3} & =\Re^{1} c \partial_{\theta},-\pi^{1} b \partial+\Re^{3} c . \tag{89}
\end{align*}
$$

As $r^{\prime} \sim \infty, \chi^{\theta}\left(\partial, \partial_{\theta}\right)$ and $u_{\varphi_{1}}=\chi^{\epsilon}\left(-\partial_{\theta}, \partial\right)$ reduce to $h_{0} p_{s} g_{\theta}$, and $h_{0} p_{s} g_{\varphi}$. On the other hand $u_{\theta},-w_{\varphi}=\sum(h+i \mathcal{H})\left(c \partial-b \partial_{\theta \theta}\right) Y i^{n}$, as well as $u_{r^{\prime}}$ and $w_{r^{\prime}}$, become negligible.

## Spherical Scatterers

For spherically symmetric scatterers we have $c_{n m}=\hat{\mathbf{p}}^{\prime} \cdot \mathbf{C}_{n}^{-m}\left(\hat{\mathbf{k}}^{\prime}\right)(-1)^{m} c_{n}$, and similarly for $b_{n m}$. For a homogeneous sphere, ${ }^{11}$ with $\Phi=\mathbf{E}_{0}$ in terms of $x=k^{\prime} a^{\prime}$ and $X=K^{\prime} a^{\prime}=\eta^{\prime} x$
$a_{n}(B)=-\frac{j_{n}(X) \mathcal{I}_{n}(x)-j_{n}(x) \mathcal{I}_{n}(X) B \eta^{\prime}}{j_{n}(X) \mathscr{C}_{n}(x)-h_{n}(x) \mathcal{I}_{n}(X) B \eta^{\prime}} a_{n}$,

$$
\begin{equation*}
c_{n}=a_{n}\left(\mu_{0} / \mu^{\prime}\right), \quad b_{n}=a_{n}\left(\epsilon_{0} / \epsilon^{\prime}\right), \tag{90}
\end{equation*}
$$

where $\mathcal{I}_{n}$ is the form $\mathscr{K}_{n}$ of (73) with $h_{n}$ replaced by $j_{n}$. Restrick ${ }^{9}$ discusses a different decomposition of $\mathbf{U}_{a}$ in terms of the coefficients $c_{n}$ and $b_{n}$ for a sphere, and gives numerical results for a perfect conductor ( $B_{e} \rightarrow \infty$ in $c_{n}$, and $B_{m} \rightarrow 0$ in $b_{n}$ ) for small $k^{\prime} a^{\prime}$. Censor ${ }^{7}$ considers a different decomposition of $U$ and specializes the result to dipoles.
For spherical symmetry, we write the dyadic scattering amplitude (35) for the conventional problem essentially as in (90), ${ }^{4}$
$\tilde{\mathbf{g}}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right)=\sum_{n=1}^{\infty}\left(\tilde{\mathbf{C}}_{n} c_{n}+\tilde{\mathbf{B}}_{n} b_{n}\right)$,
$\tilde{\mathbf{B}}_{n}=\left(r^{\prime} \nabla_{r}^{\prime}\right)\left(k^{\prime} \nabla_{k^{\prime}}\right) P_{n}\left(\hat{\mathbf{r}}^{\prime} \cdot \hat{\mathbf{k}}^{\prime}\right), \quad \tilde{\mathbf{C}}_{n}=-\hat{\mathbf{r}}^{\prime} \times \tilde{\mathbf{B}}_{n} \times \hat{\mathbf{k}}^{\prime}$
such that $\mathbf{g}=\tilde{\mathbf{g}} \cdot \hat{\mathbf{p}}^{\prime} \cdot$. Here $r^{\prime} \nabla_{r^{\prime}}=\hat{\boldsymbol{\theta}}^{\prime} \partial_{\theta^{\prime}}+\hat{\varphi} \partial_{\varphi} / \sin \theta^{\prime}$, etc., and $P_{n}$ is the Legendre Potynomial. In terms of
$\hat{\mathbf{Q}}_{n}=\tilde{\mathbf{I}} \partial_{x} P_{n}(x)+\hat{\mathbf{k}}^{\prime} \hat{\mathbf{r}}^{\prime} \partial_{x}^{2} P_{n}(x), \quad x=\hat{\mathbf{k}}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}$
We obtain

$$
\begin{align*}
\tilde{\mathbf{B}}_{n} & =\left(\hat{\boldsymbol{\theta}}^{\prime} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \tilde{Q}_{n} \cdot\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\alpha}^{\prime}+\hat{\delta} \hat{\delta}\right), \\
\tilde{\mathbf{C}}_{n} & =-\left(-\hat{\boldsymbol{\theta}}^{\prime} \hat{\boldsymbol{\varphi}}+\hat{\varphi} \hat{\boldsymbol{\theta}}^{\prime}\right) \cdot \tilde{Q}_{n} \cdot\left(-\hat{\alpha}^{\prime} \hat{\boldsymbol{\delta}}+\hat{\delta} \widehat{\alpha}^{\prime}\right) \\
& =-\hat{\mathbf{r}}^{\prime} \times \tilde{\mathbf{Q}}_{n} \times \tilde{\mathbf{k}}^{\prime} . \tag{93}
\end{align*}
$$

Thus, for the corresponding relativistic problem, $\tilde{\mathbf{G}}$ of (38) equals.

$$
\begin{align*}
& \tilde{\mathrm{G}}=\sum_{n=1}^{\infty}\left(\widetilde{\mathfrak{C}}_{n} c_{n}+\tilde{\mathbb{@}}_{n} b_{n}\right), \quad \tilde{\mathbb{@}}_{n}=\tilde{\mathrm{p}}_{s} \cdot \tilde{\mathrm{Q}}_{n} \cdot \tilde{\mathrm{p}}^{\prime}, \\
& \tilde{\mathfrak{e}}_{n}=-\hat{\mathbf{R}} \times \mathbb{Q}_{n} \times \overline{\mathbf{k}}=-\tilde{\mathbf{p}}_{s} \cdot\left(\hat{\mathbf{r}}^{\prime} \times \tilde{\mathbf{Q}}_{n} \times \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime}, \\
& \tilde{\mathbb{Q}}_{n}=\mathrm{p}_{s}\left(\hat{\theta} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \tilde{Q}_{n} \cdot\left(\hat{\alpha^{\prime}} \hat{\alpha}+\hat{\delta} \hat{\delta}\right) p^{\prime}, \\
& \tilde{\mathcal{E}}_{n}=-p_{s}\left(-\hat{\boldsymbol{\theta}} \hat{\varphi}+\hat{\varphi} \hat{\theta}^{\prime}\right) \cdot \tilde{Q}_{n} \cdot\left(-\hat{\alpha}^{\prime} \hat{\delta}+\hat{\delta} \hat{\alpha}\right) p^{\prime}, \tag{94}
\end{align*}
$$

from which we obtain $\mathbf{G}=\tilde{\mathbf{G}} \cdot \hat{\mathbf{p}}$. If $\boldsymbol{\Phi}=\mathbf{E}_{\mathbf{0}}$, then $b_{n}$ and $c_{n}$ correspond to electric and magnetic multipoles, respectively. If only the dipoles are significant, we retain only $P_{1}=x$, and $\widetilde{\mathbf{Q}}_{1}$ reduces to the identity $\tilde{I}$. For the perfect conductor, $b_{1} \approx-2 c_{1} \approx$ $i\left(k^{\prime} a^{\prime}\right)^{3}$ (the case considered by Restrick ${ }^{9}$ ), and for homogeneous spherical dipoles, $b_{1} \approx i\left(k^{\prime} a^{\prime}\right)^{3} \times$ $\left(\epsilon^{\prime}-\epsilon_{0}\right) /\left(\epsilon^{\prime}+2 \epsilon_{0}\right)=b\left(\epsilon^{\prime}, \epsilon_{0}\right)$ and $c_{1} \approx b\left(\mu^{\prime}, \mu_{0}\right)$; to include scattering losses, we replace these first approximations for $b_{1}$ or $c_{1}$ by $b-2|b|^{2} / 3$. If the quadrupoles are also significant, then, from $P_{2}=\frac{1}{2}\left(3 x^{2}-1\right)$, we get $\tilde{\mathbf{Q}}_{2}=3 \widehat{\mathbf{k}}^{\prime} \cdot \hat{\mathbf{r}}^{\prime} \mathbf{I}+3 \widehat{\mathbf{k}}^{\prime} \mathbf{\widehat { r }}^{\prime}$, etc. The corresponding dyadic scattered wave $\tilde{u}$ such that $\mathbf{u}=\tilde{\mathbf{u}} \cdot \hat{\mathbf{p}}^{\prime}$ is

$$
\begin{aligned}
& \tilde{\mathbf{u}}=\sum_{n=1}^{\infty}\left(\tilde{\mathbf{M}}_{n} c_{n}-i \tilde{\mathbf{N}} b_{n}\right) i^{n}, \\
& \tilde{\mathbf{M}}_{n}=\sum_{m=-n}^{n} \mathbf{M}_{n m}\left(\mathbf{r}^{\prime}\right) \mathbf{C}_{n}^{-m}\left(\hat{\mathbf{k}^{\prime}}\right)(-1)^{m}=h_{n} \tilde{\mathbf{C}}_{n} \\
& =h_{n}\left(-\hat{\theta}^{\prime} \hat{\varphi}+\hat{\varphi} \hat{\theta}^{\prime}\right) \cdot \tilde{\mathbf{B}}_{n} \times \overline{\mathbf{k}}^{\prime},
\end{aligned}
$$

$$
\begin{align*}
\tilde{\mathbf{N}}_{n} & =\sum_{m=-n}^{n} \mathbf{N}_{n m}\left(\mathbf{r}^{\prime}\right) \mathbf{B}_{n}^{-m}\left(\hat{\mathbf{k}}^{\prime}\right)(-1)^{m} \\
& =\mathcal{K}_{n} \tilde{\mathbf{B}}_{n}+H_{n} \hat{\mathbf{r}}^{\prime} \hat{\mathbf{r}}^{\prime} \cdot \tilde{\mathbf{P}}_{n}, \\
\tilde{\mathbf{P}}_{n} & =\partial_{x} P_{n}\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\delta} \hat{\delta}\right) . \tag{95}
\end{align*}
$$

Similarly, the relativistic dyadic $\tilde{U}$, such that $\mathbf{U}=$ $\tilde{\mathbf{U}} \cdot \hat{\mathbf{p}}$, equals

$$
\begin{align*}
\tilde{\mathbb{K}}_{n} / i e^{-i \omega^{\prime} t \prime} & =\left[\mathscr{T}_{n}^{1}\left(-\widehat{\boldsymbol{\Theta}} \hat{\varphi}+\hat{\varphi} \hat{\theta}^{\prime}\right)\right.  \tag{96}\\
& \left.+\mathscr{T}_{n}^{2} \hat{\mathbf{r}_{s}} \hat{\varphi}\right] \cdot\left(\tilde{\mathbf{B}}_{n} \times \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime}+\mathbb{T}_{n}^{3} \hat{\boldsymbol{\varphi}} \hat{\mathbf{r}}^{\prime} \cdot\left(\tilde{\mathbf{P}}_{n} \times \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime}
\end{align*}
$$

where $\widetilde{\mathbf{B}}=\left(\widehat{\theta}^{\prime} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \tilde{\mathbf{B}}$ for comparison with (95), and we may rewrite $\mathfrak{T K}$ in terms of $\tilde{\mathbf{p}}_{M}^{\prime}=\tilde{\mathbf{x}}^{\prime} \times \tilde{\mathrm{p}}^{\prime}=$ $\tilde{\mathbf{p}}^{\prime} \times \hat{\mathbf{k}}$. We obtain a form of $\tilde{\mathfrak{M}}$ more similar to the final form of $\overline{\mathbf{M}}$ in (95) by replacing the terms in $\mathscr{N}^{1}$ and $\mathscr{M}^{2}$ by $\left[\mathcal{M}_{n}^{1}\left(\widehat{\boldsymbol{\theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right)-\mathbb{N}_{n}^{2} \widehat{\mathbf{r}}_{s} \hat{\boldsymbol{\theta}}^{\prime}\right] \cdot \widetilde{\mathrm{C}}_{n} \cdot \tilde{\mathbf{p}}^{\prime}$, where the form in brackets is now close to the corresponding one of $\mathfrak{N}$. The dyadics $\tilde{\mathscr{N}}_{1}$ and $\tilde{\mathscr{N}}_{1} / i$ are identically the dipole dyadics $\tilde{H}\left(k^{\prime} r^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime} / p^{\prime}$ and $\tilde{\mathfrak{F}}_{M} \cdot \tilde{\mathrm{p}}^{\prime} / p^{\prime}$ of (71). The set $\tilde{\mathfrak{H}}_{2}$ and $\mathfrak{T l}_{2} / i$ are symmetrical quadrupole dyadics, etc.

## Arbitrary Dipoles

If $\Phi=\mathbf{E}_{0}$, in terms of (99), 4 the scattered wave for a general electric dipole with moment $\overline{\mathrm{b}}$ is

$$
\begin{align*}
& \mathbf{E}_{\mathrm{s}}=\tilde{\mathbf{U}}_{e} \cdot \hat{\mathbf{p}} \sim h e^{-i \omega^{\prime} t} \mathrm{G}_{e} \cdot \hat{\mathbf{p}}, \\
& \tilde{\mathrm{U}}_{e}=\tilde{\mathfrak{K}}\left(k^{\prime} r^{\prime}, \omega^{\prime} t^{\prime}\right) \cdot \tilde{\mathbf{b}} \cdot \tilde{\mathbf{p}}^{\prime}, \\
& \tilde{\mathrm{G}}_{e}=\tilde{\mathbf{p}_{s}} \cdot \tilde{\mathbf{b}} \cdot \tilde{\mathrm{p}}^{\prime}=p_{s}\left(\hat{\boldsymbol{\theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \tilde{\mathrm{b}} \cdot\left(\hat{\alpha^{\prime}} \hat{\alpha}+\hat{\delta} \hat{\delta}\right) p^{\prime} . \tag{97}
\end{align*}
$$

For a magnetic dipole with moment $\tilde{\mathbf{c}}$, we have
$\mathbf{E}_{s}=\tilde{\mathbf{U}}_{m} \cdot \hat{\mathbf{p}} \sim h e^{-i \omega^{\prime} t} \tilde{\mathbf{G}}_{m} \cdot \hat{\mathbf{p}}, \quad \tilde{\mathrm{U}}_{m}=-\tilde{\mathfrak{H}}_{M} \cdot \tilde{\mathbf{c}} \cdot \tilde{\mathbf{p}}_{m}^{\prime}$,
$\tilde{\mathrm{G}}_{m}=-\tilde{\mathbf{p}}_{s M} \cdot \tilde{\mathbf{c}} \cdot \tilde{\mathbf{p}}_{M}^{\prime}=-\hat{\mathbf{R}} \times\left[\tilde{\mathbf{p}}_{s} \cdot \tilde{\mathbf{c}} \cdot \tilde{\mathbf{p}}^{\prime}\right] \times \hat{\mathbf{k}}$

$$
\begin{equation*}
=-\tilde{\mathbf{p}}_{s} \cdot\left[\hat{\mathbf{r}^{\prime}} \times \tilde{\mathbf{c}} \times \hat{\mathbf{k}}^{\prime}\right] \cdot \tilde{\mathbf{p}}^{\prime}, \tag{98}
\end{equation*}
$$

where $\tilde{\mathbf{p}}_{s M}=p_{s}\left(-\hat{\boldsymbol{\theta}} \hat{\varphi}+\hat{\varphi} \hat{\theta}^{\prime}\right)$ and $\tilde{\mathbf{p}}_{M}^{\prime}=p^{\prime}\left(-\hat{\boldsymbol{\alpha}}^{\prime} \hat{\delta}+\right.$ $\hat{\delta} \hat{\alpha}$ ). The sum $\tilde{\mathrm{U}}_{e}+\tilde{\mathrm{U}}_{m}=\tilde{\mathrm{U}}$ is the result for a general particle with dimensions small compound to $1 / k^{\prime}$. We have

$$
\begin{align*}
\mathbf{E}_{s} & =\left(\tilde{\mathbf{U}}_{e}+\tilde{\mathbf{U}}_{m}\right) \cdot \hat{\mathbf{p}} \sim h\left(k^{\prime} r^{\prime}\right) e^{-i \omega^{\prime} t}, \tilde{\mathbf{G}} \cdot \hat{\mathbf{p}}, \\
\tilde{\mathbf{G}} & =\tilde{\mathbf{p}}_{s} \cdot\left(\tilde{\mathbf{b}}-\hat{\mathbf{r}}^{\prime} \times \tilde{\mathbf{c}} \times \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime}, \tag{99}
\end{align*}
$$

which follows directly on substituting $\tilde{\mathbf{g}}$ of (101) ${ }^{4}$ into (38). If $\beta \sim 1$ and $\hat{\mathbf{K}}=\hat{\mathbf{v}}$ (i.e., for large velocities and excitation along the motion) then all particles become small compared to $1 / k^{\prime}=(\lambda / 2 \pi) \times$ $(1+\beta)^{1 / 2} /(1-\beta)^{1 / 2}$, where $\lambda=2 \pi / k$ is the origi-

$$
\begin{aligned}
& \tilde{\mathrm{U}}=\sum_{n=1}^{\infty}\left(\tilde{\mathscr{F}}_{n} c_{n}-i \tilde{\mathscr{N}}_{n} b_{n}\right) i^{n}, \\
& \tilde{\mathfrak{N}}_{n}=\sum_{n=-m}^{m} \mathfrak{N}_{n m} \mathrm{C}_{n}^{-m}\left(\hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{p}^{\prime}(-1)^{m}, \\
& \tilde{\mathfrak{N}}=\sum \mathfrak{N B} \cdot \tilde{p}^{\prime}(-1)^{m}, \\
& \tilde{\mathfrak{N}}_{n} / e^{-i \omega^{\prime t} t}=\left[\mathcal{X}_{n}^{1}\left(\hat{\boldsymbol{\Theta}} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\boldsymbol{\varphi}} \hat{\varphi}\right)+\mathfrak{N}_{n}^{2} \hat{\mathbf{r}}_{s} \hat{\boldsymbol{\theta}}^{\prime}\right] \cdot \tilde{\mathbf{B}}_{n} \cdot \tilde{\mathbf{p}}^{\prime} \\
& +\Re_{n}^{3} \hat{\mathbf{r}}_{s} \hat{\mathbf{r}}^{\prime} \cdot \tilde{\mathbf{P}}_{n} \cdot \tilde{\mathrm{p}}^{\prime},
\end{aligned}
$$

nal wavelength. If $\overline{\mathbf{b}}=b_{1} \tilde{\mathbf{I}}$ and $\tilde{\mathbf{c}}=c_{1} \tilde{\mathbf{I}}$, we get the corresponding special results for a small sphere.

## Tenuous Scatterers

From (66) and (60), we have

$$
\begin{align*}
& \mathbf{E}_{s}=\left(i k^{\prime 3} / 4 \pi\right) \int\left\{\left[\left(\epsilon^{\prime}-\epsilon_{0}\right) / \epsilon_{0}\right] \tilde{\mathfrak{C}} \cdot \psi\right. \\
&\left.-\left[\left(\mu^{\prime}-\mu_{0}\right) / \mu^{\prime}\right] \tilde{\mathfrak{H}}_{M}{ }^{\bullet} \psi_{M}\right\} d v^{\prime} . \tag{100}
\end{align*}
$$

If $\epsilon^{\prime} \approx \epsilon_{0}$ and $\mu^{\prime} \approx \mu_{0}$, we may use the RayleighBorn approximation $\psi \approx \phi$. For small $k^{\prime 3} V^{\prime}$, we obtain the special case of (99) with

$$
\begin{align*}
& \tilde{\mathbf{b}}=\tilde{\mathbf{I}} i k^{\prime 3} \gamma^{\prime}\left(\epsilon^{\prime}-\epsilon_{0}\right) / 4 \pi \epsilon_{0}=\tilde{\mathbf{I}} b=\tilde{\mathbf{b}}_{0}\left(\epsilon^{\prime}, \epsilon_{0}\right), \\
& \tilde{\mathbf{c}}=\tilde{\mathbf{b}}_{0}\left(\mu^{\prime}, \mu_{0}\right)=\tilde{\mathbf{I}} c . \tag{101}
\end{align*}
$$

If $k^{\prime} 3 \mathcal{V}^{\prime}$ is not small, we use $\mathbf{G}=\tilde{\mathbf{G}} \cdot \hat{\mathbf{p}}$,

$$
\begin{align*}
& \tilde{\mathbf{G}}=\tilde{\mathbf{p}}_{s} \cdot\left(\tilde{\mathbf{b}}_{0}-\hat{\mathbf{r}}^{\prime} \times \tilde{\mathbf{c}}_{0} \times \hat{\mathbf{k}}^{\prime}\right) \cdot \tilde{\mathbf{p}}^{\prime} \boldsymbol{g}, \\
& \boldsymbol{g}=\int e^{i k \prime\left(\hat{\mathbf{k}},-\hat{\mathbf{r}}^{\prime}\right) \cdot \mathbf{r}^{\prime \prime}} d U^{\prime}\left(\mathbf{r}^{\prime}\right) / V^{\prime}, \tag{102}
\end{align*}
$$

where $\mathscr{G}$ is the conventional Rayleigh-Born integral. The usual explicit results for $\mathfrak{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right)$ may be rewritten in $\widehat{\mathbf{r}}, \widehat{\mathbf{k}}$ in terms of $\widehat{\mathbf{k}}^{\prime}=\widehat{\mathbf{L}} \cdot(\hat{\mathbf{k}}-\beta \hat{\mathbf{v}}) / p^{\prime}$ and $\widehat{\mathbf{r}^{\prime}}=\tilde{\mathbf{L}} \cdot(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}}) p_{s}=\tilde{\mathbf{L}} \cdot \hat{\mathbf{r}_{s}} q$.
In the forward direction $\hat{\mathbf{r}}^{\prime}=\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{R}}=\hat{\mathbf{k}}$, from the eikonal approximation,

$$
\begin{align*}
\tilde{\mathbf{G}} & =(\hat{\boldsymbol{\alpha}} \hat{\alpha}+\widehat{\delta} \widehat{\delta})(b+c) \mathfrak{g}_{e} \\
\mathfrak{g}_{e} & =\int e^{i\left(R^{\prime}-k^{\prime}\right)\left(\xi^{\prime-} \xi_{0}^{\prime}\right)} d \mathbf{U}^{\prime}\left(\mathbf{r}^{\prime}\right) \approx 1+i k^{\prime}\left(\eta^{\prime}-1\right) \ell^{\prime} \tag{103}
\end{align*}
$$

where $\ell^{\prime}$ is approximately half the scatterer's mean thickness ${ }^{13}$ along $\widehat{\mathbf{k}}^{\prime}$. We used $\zeta^{\prime}=\widehat{\mathbf{k}}^{\prime} \cdot \mathbf{r}^{\prime}$ and $\psi=\phi\left(\zeta_{0}^{\prime}\right) \exp \left[i K^{\prime}\left(\zeta^{\prime}-\zeta_{0}^{\prime}\right)\right]$ with $\zeta_{0}^{\prime} \mathbf{k}^{\prime}$ as the impact point on $\mathbb{Q}^{\prime}$ for the ray through $\mathbf{r}^{\prime}$.

## Cylindrical Scatterer

Results analogous to (21) ff. hold outside the smallest circumscribing circle (of radius $a^{\prime}$ ) for an arbitrary cylinder with generator along $\hat{\mathbf{y}}$, and $\mathbf{k}^{\prime}$ and $\widehat{\mathbf{r}}^{\prime}$ in the plane $y=0$. For this case we use ${ }^{5}$

$$
\begin{align*}
h(x) & =e^{i x}(2 / \pi x)^{1 / 2} e^{-i \pi / 4}, \quad \mathfrak{M}=(1 / 2 \pi) \int_{0}^{2 \pi} d \theta^{\prime} \\
\int & =(1 / \pi) \int d \Theta_{c}, \tag{104}
\end{align*}
$$

where $h$ is now the asymptotic form of $H_{0}^{(1)}$, and the path of $\int$ is as for $H_{\delta^{(1)}}$; also $h D\left(k^{\prime} r^{\prime} ; \partial_{\theta^{\prime}}^{2}\right)$ of $(11)^{5}$ provides the complete asymptotic series, and (34) ${ }^{14}$ the converging series. Thus, since $\widehat{\mu}=\hat{\rho}=\widehat{\mathbf{x}}$ and $\hat{\delta}=\hat{\varphi}=\widehat{\mathrm{y}}$, the analog of (27) is

$$
\mathbf{U} \sim \mathbf{U}_{a}=e^{-i \omega^{\prime} t^{\prime}} h\left(k^{\prime} r^{\prime}\right) \mathbf{G}=e^{i \nu_{s}} \mathbf{G}\left(2 / \pi k^{\prime} r^{\prime}\right)^{1 / 2} e^{-i \pi / 4},
$$

$$
\begin{equation*}
\mathbf{G}=P\left(\hat{\boldsymbol{\Theta}} \hat{\theta}^{\prime}+\hat{\mathbf{y}} \hat{\mathbf{y}}\right) \cdot \mathbf{g} \tag{105}
\end{equation*}
$$

with $\mathbf{k} \cdot \mathbf{r}=k r \cos (\theta-\alpha)$ and $\hat{\mathbf{p}}=\widehat{\alpha} \sin Q+\widehat{\mathbf{y}} \cos Q$ in the incident wave and $\nu_{s}=P \nu(\mathbf{R})=P[k r \cos (\Theta-\theta)$ $-\omega t]$ for the scattered phase. The rest follows through (30) with the factor $k^{\prime 2} / 4 \pi$ in (24) and (30) replaced by $k^{\prime} / 4$. The essential difference is that
now we cannot factor $e^{i \nu_{s}}$ in the form of U obtained from $(34)^{14}$ [which involves $e^{-i \omega^{\prime} t^{\prime}} H_{0}^{(1)}\left(k^{\prime} r^{\prime}\right)$ and $\left.e^{-i \omega^{\prime} t^{\prime}} H_{1}^{(1)}\left(k^{\prime} r^{\prime}\right)\right]$; however, we can factor the complete asymptotic series (11) ${ }^{5}$ so there is full correspondance for moderate to large $k^{\prime} r^{\prime}$.
The scattering amplitude $g$ for $\Phi=\mathrm{E}_{0}$ may be written

$$
\begin{equation*}
\mathbf{g}=\hat{\theta}^{\prime} g_{\theta^{\prime}}+\hat{\mathbf{y}} g_{y}=\hat{\boldsymbol{\theta}}^{\prime} g_{m} \sin Q+\hat{\mathbf{y}} g_{e} \cos Q \tag{106}
\end{equation*}
$$

where $g_{m}$ corresponds to the standard function for the scalar problem of H parallel to a generator, and $g_{e}$ corresponds to $E$ parallel. ${ }^{13}$ In terms of the dyadic

$$
\begin{equation*}
\tilde{\mathbf{g}}\left(\hat{\theta}, \hat{\alpha}^{\prime}\right)=\hat{\theta}^{\prime} \hat{\alpha}^{\prime} g_{m}+\hat{\mathbf{y}} \hat{\mathbf{y}} g_{e} \tag{107}
\end{equation*}
$$

we have the same development (31) to (39) with $\widehat{\delta}=\hat{\boldsymbol{\varphi}}=\widehat{\mathbf{y}}, \quad g_{\theta^{\prime} y}=g_{y \alpha^{\prime}}=0$.

The analog of (51) is

$$
\begin{align*}
& \mathbf{S}_{\mathrm{s}} \sim\left(2 S_{0} / \pi k^{\prime} r^{\prime}\right)|\mathbf{G}|^{2} \hat{\mathbf{R}}=\left(S_{2} p_{\mathrm{s}}^{3}|g|^{2 / R}\right) \hat{\mathbf{R}} \\
& S_{2}=2 S_{0} p^{\prime 2} / \pi k^{\prime}=2 S_{0} p^{\prime} / \pi k \tag{108}
\end{align*}
$$

and since $d \Theta=d \theta^{\prime} / p_{s}$ the flux through $\Delta \mathbf{A}=$
$R \widehat{\mathbf{R}} \Delta \Theta$ equals (52) in terms of $S_{2}$ and $d \Omega_{2}=d \theta^{\prime}$. Thus, $d \mathscr{\odot}_{\mathrm{s}} / d \Theta=\mathrm{S}_{2} p_{\mathrm{s}}^{3}|\mathrm{~g}|^{2}$.
Similarly the analog of (54) is

$$
\begin{gather*}
\mathbf{S}_{s}-\mathbf{v} W_{s} \sim \mathbf{S}_{2} p_{s}^{3}|\mathbf{g}|^{2}(\hat{\mathbf{R}} \cdots \hat{\beta}) / R \\
=\mathbf{S}_{2} p_{s} q^{2}|\mathbf{g}|^{2} \hat{\mathbf{r}}_{s} / r_{s} \tag{109}
\end{gather*}
$$

and since $d \theta_{s}=d \theta^{\prime} / \gamma q^{2}$, the flux through $\Delta \mathbf{A}_{s}=$ $\hat{\mathbf{r}}_{s} r_{s} \Delta \theta_{s}$ is the form (55) in terms of $\boldsymbol{S}_{2}$ and $d \Omega_{2}$. Thus, $d \Theta_{R} / d \Theta=\boldsymbol{S}_{2} p_{s}^{2}|\mathbf{g}|^{2 / \gamma}$ and $d \mathcal{S}_{R} / d \theta_{s}=$ $\mathbf{s}_{2} p_{s} q^{2}|\mathbf{g}|^{2}$.
The Green's function development is essentially as in (58)-(69) with

$$
\left\}=-\left(k^{\prime} / 4\right) \int[] d A^{\prime}=-\left(k^{\prime 2} / 4 i\right) \int[] d V^{\prime}\right.
$$

as line and surface integrals, and with $h_{0}^{(1)}$ of (59) replaced by $H^{(1)}$; the analogs of (58)-(60) follow directly from (9) ${ }^{4}$ to (14) ${ }^{4}$. From the Sommerfeld representation ${ }^{11}$ for $H_{0}^{(1)}\left(k\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right)$ as a complex integral, we construct

$$
\begin{align*}
\tilde{\mathbf{h}}_{2} & =\left(\tilde{\mathbf{I}}+\nabla^{\prime} \nabla^{\prime} / k^{\prime 2}\right) \boldsymbol{H}_{0}^{(1)} \\
& =(1 / \pi) \int\left(\hat{\boldsymbol{\Theta}}_{c}^{\prime} \hat{\boldsymbol{\Theta}}_{c}^{\prime}+\hat{\mathrm{y}} \hat{\mathbf{y}}\right) e^{i k^{\prime}\left(\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right) \cdot \hat{\mathrm{R}}_{c}^{\prime}} d \Theta_{c}^{\prime} \tag{110}
\end{align*}
$$

and using this in $u=\left\{\tilde{h}_{2}, \psi\right\}$ gives the cylindrical analog of (25). This is one way of generalizing our earlier scalar result (9), ${ }^{5}$ i.e.,

$$
\begin{equation*}
\mathbf{u}[g]=(1 / \pi) \int e^{i k^{\prime} r^{\prime} \cos \left(\Theta_{c}^{\prime}-\theta^{\prime}\right)} g\left(\Theta_{c}^{\prime}\right) d \Theta_{c}^{\prime} \tag{111}
\end{equation*}
$$

to the problem at hand; see Ref. 5 for discussion of paths.
The cylindrical dyadics corresponding to (70) are

$$
\tilde{\mathbf{h}}=\hat{\theta}^{\prime} \hat{\theta}^{\prime} \mathcal{K}_{1}+\hat{y} \hat{y} H_{0}+\hat{\mathbf{r}}^{\prime} \hat{\mathbf{r}}^{\prime} \bar{H}_{1}
$$

$$
\widehat{\mathbf{h}}_{M}=\left(-\widehat{\boldsymbol{\theta}^{\prime}} \hat{\mathbf{y}}+\hat{\mathbf{y}} \hat{\theta}^{\prime}\right) i H_{1}
$$

$$
H_{0}=H_{0}(x)=H_{0}^{(1)}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right)
$$

$$
H_{1}=H_{1}^{(1)}=-\partial_{x} H_{0}, \quad \bar{H}_{1}=H_{1} / x
$$

$$
\begin{equation*}
\mathfrak{H}_{1}=\partial_{x} H_{1}=H_{0}-H_{1} / x \tag{112}
\end{equation*}
$$

If $r^{\prime} \sim \infty$, then $\mathscr{K}_{1} \sim i H_{1} \sim H_{0} \sim h e^{-i k^{\prime} \hat{r}^{\prime} \mathrm{r}^{\prime \prime}}$ with $h\left(k^{\prime} r^{\prime}\right)$ as in (104), and $\breve{H}_{1} \sim O\left(x^{-3 / 2}\right)$.
Similarly, corresponding to (71),

$$
\begin{align*}
\tilde{\mathfrak{H}} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}= & \hat{\boldsymbol{\Theta}} \hat{\theta}^{\prime} \gamma\left(\mathcal{F}_{1}+i H_{1} \beta \cos \theta^{\prime}\right) \\
& +\hat{\mathbf{y}} \hat{\mathbf{y}}_{\gamma}\left(H_{0}+i H_{1} \beta \cos \theta^{\prime}\right) \\
& +\hat{\mathbf{r}}_{s} \hat{\theta}^{\prime}\left(i H_{1}-\mathcal{H}_{1}\right) \gamma \beta \sin \Theta / \cos \zeta \\
& +\hat{\mathbf{r}}_{s} \hat{\mathbf{r}}^{\prime} \bar{H}_{1} / \cos \zeta \\
\tilde{\mathfrak{H}}_{M} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}= & -\hat{\boldsymbol{\theta}} \hat{\mathbf{y}}_{\gamma}\left(i H_{1}+H_{0} \beta \cos \theta^{\prime}\right) \\
& +\hat{\mathbf{y}} \hat{\theta}^{\prime} \gamma\left(i H_{1}+\mathcal{H}_{1} \beta \cos \theta^{\prime}\right) \\
& +\hat{\mathbf{r}}_{s} \hat{\mathbf{y}}\left(i H_{1}-H_{0}\right) \gamma \beta \sin \Theta / \cos \zeta \\
& +\widehat{\mathbf{y}} \hat{\mathbf{r}}^{\prime} \bar{H}_{1} \gamma \beta \sin \theta^{\prime} \tag{113}
\end{align*}
$$

Because (112) and (113) involve $H_{0}$ (a monopole term) as well as $\mathscr{H}_{1}$, the present functions are not quite as symmetrical as those of (70) and (71).
The cylindrical Hansen functions subject to (72), in terms of

$$
\begin{align*}
H_{n} & =H_{n}(x)=H_{n}^{(1)}\left(k^{\prime} r^{\prime}\right), \quad \bar{H}_{n}=n H_{n} / x \\
\mathcal{H}_{n} & =\partial_{x} H_{n} \tag{114}
\end{align*}
$$

may be written ${ }^{15}$

$$
\begin{align*}
\mathbf{M}_{n} & =\hat{\hat{\mathbf{y}}} M_{n}=\hat{\mathbf{y}} H_{n} e^{i n \theta^{\prime}}=H_{n} \mathbf{C}_{n} \\
\mathbf{C}_{n} & =\hat{\mathbf{y}} e^{i n \theta^{\prime}}=-\hat{\mathbf{r}}^{\prime} \times \mathbf{B}_{n} \\
\mathbf{N}_{n} & =\mathfrak{H}_{n} \mathbf{B}_{n}+\bar{H}_{n} \mathbf{P}_{n}=\left(-\hat{\theta}^{\prime} \mathcal{K}_{n}+\hat{\mathbf{r}}^{\prime} i \bar{H}_{n}\right) e^{i n \theta} \\
& =\hat{\mathbf{z}} i^{\frac{1}{2}}\left(M_{n-1}+M_{n+1}\right)-\hat{\mathbf{x}} \frac{1}{z}\left(M_{n-1}-M_{n^{+} 1}\right) \tag{115}
\end{align*}
$$

where $H_{n}^{(1)} \sim i \mathcal{K}_{n} \sim h i^{-n+1}$, and $\bar{H}_{n} \sim \boldsymbol{O}\left(x^{-3 / 2}\right)$ for $r^{\prime} \sim \infty$. The analogs with $H_{n}^{(1)}$ replaced by $J_{n}$ are written $\mathbf{M}_{n}^{1}, \mathbf{N}_{n}^{1}$.
The Green's function is

$$
\begin{align*}
& \tilde{\mathbf{h}}_{2}\left(k^{\prime}\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|\right) \\
& \quad=\sum_{n=-\infty}^{\infty}\left[\mathbf{M}_{n}\left(\mathbf{r}^{\prime}\right) \mathbf{M}_{-n}^{1}\left(\mathbf{r}^{\prime \prime}\right)+\mathbf{N}_{n} \mathbf{N}_{-n}^{1}\right](-1)^{n} \tag{116}
\end{align*}
$$

and the development of (76) to (79) carries over in terms of the present functions. We have

$$
\begin{align*}
\mathbf{u} & =\sum_{n=-\infty}^{\infty}\left(\mathbf{M}_{n} \mathbf{c}_{n}-i \mathbf{N}_{n} b_{n}\right) \mathbf{i}^{n} \\
& =\boldsymbol{\Sigma}\left(\hat{\mathbf{r}^{\prime}} \bar{H} b+\hat{\theta}^{\prime} i \mathcal{K} b+\hat{\mathbf{y}} H c\right) e^{i n \theta_{i}^{\prime} n} \tag{117}
\end{align*}
$$

and we obtain (106) in the form

$$
\begin{align*}
\mathbf{g}=\sum_{n=-\infty}^{\infty}\left(\mathbf{C}_{n} c_{n}\right. & \left.+\mathbf{B}_{n} b_{n}\right)=\sum\left(\hat{y} c_{n}-\hat{\theta}^{\prime} b_{n}\right) \boldsymbol{e}^{i n \theta^{\prime}} \\
c_{n} & =\bar{c}_{n} \cos Q, \quad b_{n}=-\bar{b}_{n} \sin Q, \tag{118}
\end{align*}
$$

where $\bar{c}_{n}$ and $\bar{b}_{n}$ are the coefficients for the standard scalar problems. For circularly symmetric scatterers, for either set, $a_{ \pm n}\left(\alpha^{\prime}\right)=a_{n} e^{\mp i \alpha^{\prime}}$. If the scatterer is homogeneous, then we use the form (90) with $d_{n}$ replaced by unity; we work with $J_{n}$ and $H_{n}$ instead of $j_{n}$ and $\dot{h}_{n}$, and $\mathcal{J}_{n}$ and $\mathcal{K}_{n}$ correspond to $\partial J_{n}$ and $\partial H_{n}$ (differentiated with respect to argument). Similarly we obtain

$$
\begin{align*}
\mathbf{G} & =\sum\left(\mathfrak{C}_{n} c_{n}+\boldsymbol{ß}_{n} b_{n}\right)=P\left(\hat{\boldsymbol{\Theta}}_{g_{\theta^{\prime}}}+\hat{\mathbf{y}} g_{y}\right), \\
\mathbf{C}_{n} & =P \hat{\mathbf{y}} e^{i n \theta \prime}, \quad \widehat{\mathbb{X}}_{n}=-P \hat{\boldsymbol{\Theta}} e^{i n \theta^{\prime}}=\hat{\mathbf{R}} \times \mathbf{C}_{n} \tag{119}
\end{align*}
$$

In the present version of (79), i.e.,

$$
\begin{align*}
\mathbf{U} & =\sum_{n=-\infty}^{\infty}\left(\mathfrak{T}_{n} c_{n}-i \mathfrak{N}_{n} b_{n}\right) i^{n}=\mathbf{U}(c, b), \\
\mathbf{U}_{M} & =\mathbf{U}(b,-c) \tag{120}
\end{align*}
$$

we decompose $\mathfrak{\Re}$ and $\mathfrak{N}$ essentially as for (81),

$$
\begin{align*}
& \mathscr{M}_{n} / i p^{\prime} e^{-i \omega^{\prime} t \prime}=-\hat{\mathbf{y}}\left(\mathscr{M}_{n}^{1}-i \mathbb{M}_{n}^{3}\right) e^{i n \theta^{\prime}} \text {, } \\
& \mathscr{N}_{n}^{\mathbf{1}}=\gamma\left(i H_{n}+\mathcal{K}_{n} \beta \cos \theta^{\prime}\right), \\
& \mathbb{N}_{n}^{3}=\bar{H}_{n} \gamma \beta \sin \theta^{\prime}, \\
& \Re_{n} / p^{\prime} e^{-i \omega^{\prime} t^{\prime}}=\left[-\hat{\Theta} \Re_{n}^{1}+\hat{\mathbf{r}}_{s}\left(-\Re_{n}^{2}+i \Re_{n}^{3}\right)\right] e^{i n \theta^{\prime}} \text {, } \\
& \Upsilon_{n}^{1}=\gamma\left(\mathscr{H}_{n}+i H_{n} \beta \cos \theta^{\prime}\right), \\
& \mathfrak{N}_{n}^{2}=\left[\left(i H_{n}-\mathscr{H}_{n}\right) \gamma \beta \sin \Theta\right] / \cos \zeta, \\
& \Re_{n}^{3}=\bar{H}_{n} / \cos \zeta . \tag{121}
\end{align*}
$$

Equivalently, in the Cartesian basis

$$
\begin{align*}
\operatorname{T⿱}_{n} / p^{\prime} e^{-i \omega^{\prime} t} & =\hat{\mathbf{y}} \gamma\left[M_{n}-i \beta\left(M_{n-1}-M_{n+1}\right) / 2\right] \\
\boldsymbol{\Re}_{n} / p^{\prime} e^{-i \omega^{\prime} t \prime} & =\hat{\mathbf{z}} i\left(M_{n-1}+M_{n+1}\right) / 2 \\
& -\hat{\mathbf{x}} \gamma\left[\left(M_{n-1}-M_{n+1}\right) / 2+i \beta M_{n}\right] \tag{122}
\end{align*}
$$

The scalar problem for $\hat{\mathbf{p}}=\hat{\mathbf{y}}$ corresponds to

$$
\begin{equation*}
U^{\prime}=p^{\prime} e^{-i \omega^{\prime} i \prime} \sum i^{n} a_{n} M_{n}, \quad p^{\prime}=\gamma(1-\beta \cos \alpha) \tag{123}
\end{equation*}
$$

and by (5), to

$$
\begin{align*}
U & =\gamma\left[1-\left(i \beta / k^{\prime}\right) \partial_{z},\right] U^{\prime} \\
& =\gamma p^{\prime} e^{-i \omega^{\prime} t \prime} \sum i^{n} a_{n}\left[M_{n}-i \beta\left(M_{n-1}-M_{n+1}\right) / 2\right] \tag{124}
\end{align*}
$$

in terms of $\partial_{z}, M_{n}=\left(M_{n-1}-M_{n+1}\right) k^{\prime} / 2$. The series in (124) was obtained originally by Censor ${ }^{7}$ by transforming the plane waves in the complex integral $f^{\prime} e^{-i \omega^{\prime} t^{\prime}} u u^{\prime}$ of (111), and the corresponding
 obtained directly by Lee and Mittra; ${ }^{8}$ see Refs. 7 and 8 for detailed discussion.
Similarly for the mates to $\mathbf{U}^{\prime}=U^{\prime} \hat{\mathbf{y}}$ and $\mathbf{U}=U \hat{\mathbf{y}}$
$=\sum i^{n} a_{n} \mathscr{M}_{n}$ of (123) and (124), the transform of

$$
\begin{equation*}
\mathbf{U}_{M}^{\prime}=p^{\prime} e^{-i \omega^{\prime} t^{\prime}} \sum i^{n-1} a_{n} \mathbf{N}_{n} \tag{125}
\end{equation*}
$$

as obtained directly from (5) is

$$
\begin{align*}
\mathbf{U}_{M} & =\left[\hat{\mathbf{z}} \partial_{x}-\hat{\mathbf{x}} \gamma\left(i k^{\prime} \beta+\partial_{z^{\prime}}\right)\right] U^{\prime} / i k^{\prime} \\
& =\sum i^{n-1} a_{n} \Omega \|_{n} \tag{126}
\end{align*}
$$

in terms of $\mathscr{X}_{n}$ of (122), or, more conventionally, of (121). From (124) and (126), we obtain the general case (120) by superposition.

## Slab Scatterer

Similarly for a slab $-a^{\prime} \leqslant z^{\prime} \leqslant a^{\prime}$, and $\widehat{\mathbf{k}}$ in the plane $y=0$, we use $h=\exp \left[i\left|\mathbf{k}^{\prime} \cdot \mathbf{z}^{\prime}\right|+i \mathbf{k}^{\prime} \cdot \mathbf{x}\right]$ and take $\mathscr{T}$ as the mean over the forward and reflected directions. We obtain $\mathbf{U}=\mathrm{U}_{a}$ in the form (105) in terms of (106), i.e.,
$\mathbf{U}=\mathbf{G} e^{i \nu_{s}}=P\left[\hat{\Theta} g_{m} \sin Q+\hat{\mathbf{y}} g_{e} \cos Q\right] e^{i v_{s}}, g=g\left(\Theta^{\prime}\right)$,
where $g\left(\alpha^{\prime}\right)=\mathscr{T}-1$ and $g\left(n-\alpha^{\prime}\right)=Q$ with $\mathcal{T}$ and $\mathcal{R}$ as the usual ${ }^{13}$ transmission and reflection coefficients for the scalar problem of the slab. In the forward scattering direction $\Theta^{\prime}=\alpha^{\prime}$, corresponding to (56a), we have

$$
\begin{align*}
& \mathbf{U}=\left(\hat{\alpha} g_{m} \sin Q+\hat{\mathbf{y}} g_{e} \cos Q\right) e^{i \nu} \\
& \mathbf{\Psi}=\boldsymbol{\Phi}+\mathbf{U}=\left(\hat{\alpha} \tau_{m} \sin Q+\hat{\mathbf{y}} \widetilde{T}_{e} \cos Q\right) e^{i \nu}=\boldsymbol{T} e^{i \nu} \tag{128}
\end{align*}
$$

and the mate $\Psi_{M}=\hat{\mathbf{k}} \times \Psi$. In the reflected direction, $\Theta^{\prime}=\pi-\alpha^{\prime}$,

$$
\begin{align*}
\mathrm{U} & =P_{r}\left(\hat{\alpha}_{r} \mathbb{R}_{m} \sin Q+\hat{\mathbf{y}} \mathbb{R}_{e} \cos Q\right) e^{i P_{r} \nu\left(\hat{\mathbf{k}}_{r}\right)} \\
& =P_{r} \boldsymbol{O} e^{i P_{r} \nu\left(\hat{\mathbf{k}}_{r}\right)}, \quad \mathrm{U}_{\mathbf{M}}=\hat{\mathbf{k}}_{r} \times \mathrm{U}, \tag{129}
\end{align*}
$$

where $\nu\left(\hat{\mathbf{k}}_{r}\right)=k r \cos \left(\alpha_{r}-\theta\right)-\omega t$, with $P_{r}$ and $\hat{\mathbf{k}}_{r}$ as before in ( 56 d ).

The analog of the scattered flux (51) is
$S_{s}=S_{o}|\mathbf{G}|^{2} \hat{\mathbf{R}}=S_{1} p_{s}^{2}|\mathbf{g}|^{2} \hat{\mathbf{R}}, \quad S_{1}=S_{o} p^{\prime 2}$,
which reduces to $S_{q}|\mathbf{g}|^{2} \hat{\mathbf{k}}$ in the forward direction: the corresponding transmitted flux is $S=S_{o}|\mathbf{g}+\hat{\mathbf{p}}|^{2}$
$\times \hat{\mathbf{k}}=S_{o} \left\lvert\, \frac{T}{}{ }^{2} \widehat{\mathbf{k}}\right.$. In the reflected direction, $S_{s}=$ $S_{o} P_{r}^{2}|\mathcal{R}|^{2} \widehat{\mathbf{k}}_{r}$. Similarly, the analog of (54) is

$$
\begin{align*}
\mathbf{S}_{s}-\mathbf{v} W_{s} & =\mathrm{S}_{1} p_{s}^{2}|\mathbf{g}|^{2}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}})=\delta_{1} p_{s} q|\mathbf{g}|^{2} \hat{\mathbf{r}}_{s} \\
& =\left[\mathrm{S}_{1}\left(1+\beta \cos \Theta^{\prime}\right)|\mathbf{g}|^{2}\right] \gamma q \hat{\mathbf{r}}_{s} \tag{131}
\end{align*}
$$

with $\hat{\mathbf{r}}_{s}=\hat{\mathbf{r}}_{f}$ as in (56a) for $\Theta^{\prime}=\alpha^{\prime}$ and $\hat{\mathbf{r}}_{s}=\hat{\mathbf{r}}_{r}$ as in ( 56 d ) for $\Theta^{\prime}=\pi-\alpha^{\prime}$. The beam width of the flux from unit area of slab surface is proportional to $\cos \Theta^{\prime}$ along $\hat{\mathbf{R}}^{\prime}$ and to $\cos \theta_{s}$ along $\hat{\mathbf{r}}_{s}$, and, from (44), $\cos \theta_{s}=\left(\cos \Theta^{\prime}\right) / \gamma q ;$ we isolated $S_{1}\left(1+\beta \cos \Theta^{\prime}\right)|\mathrm{g}|^{2}$ for comparison with (55). The reradiated flux density along $\hat{\mathbf{R}}$ is $\delta_{1} p_{s}|\mathbf{g}|^{2} / \gamma$, and that along $\hat{\mathbf{r}}_{s}$ is $\delta_{1} p_{s} q|\mathbf{g}|^{2}$.

For a homogeneous slab, in terms of

$$
\begin{align*}
& \xi=\left(1-Z^{\prime}\right) /\left(1+Z^{\prime}\right) \\
& \quad Z^{\prime}=\left(B \mathbf{K}^{\prime} \cdot \hat{\mathbf{v}}\right) /\left(\mathbf{k}^{\prime} \cdot \hat{\mathbf{v}}\right)=B\left(\eta^{\prime 2}-\sin ^{2} \alpha\right)^{1 / 2} / \cos \alpha^{\prime} \tag{132}
\end{align*}
$$

with $B$ and $\eta^{\prime}$ as in (60), we have ${ }^{13}$
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$$
\begin{aligned}
& \mathcal{T}=\left(1-\xi^{2}\right) e^{i\left(\mathbf{K}^{\prime}-\mathbf{k}^{\prime}\right)-\mathrm{d}^{\prime}} D \\
& \mathcal{Q}=\xi e^{-i \mathbf{k} \cdot \mathbf{\alpha}^{\prime}}\left(1-e^{i 2 \mathbf{k}^{\prime} \cdot \mathbf{d}^{\prime}}\right) D \\
& D=\left(1-\xi^{2} e^{i 2 \mathbf{k}^{\prime} \cdot \mathrm{d}^{\prime}}\right)^{-1}
\end{aligned}
$$

V. TWERSKY
where $\mathbf{d}^{\prime}=2 a^{\prime} \hat{\mathbf{v}}$.
The scalar problem ( $Q=0$ ) is discussed in detail for the perfect conductor ( $Q=1, T=0$ ) by Einstein ${ }^{1}$ and Pauli ${ }^{2}$ and for the homogeneous slab by Yeh and Casey ${ }^{6}$ and Censor. ${ }^{7}$

## APPENDIX

The usual reciprocity relation in dyadic form is ${ }^{12,4}$

$$
\begin{align*}
& \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1}\right)=\tilde{\mathbf{g}}^{T}\left(-\hat{\mathbf{k}}_{1},-\hat{\mathbf{k}}_{2}\right) \\
& \tilde{\mathbf{g}}\left(-\hat{\mathbf{k}}_{1},-\hat{\mathbf{k}}_{2}\right)=\tilde{\mathbf{g}}^{T}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1}\right) \tag{A1}
\end{align*}
$$

where $\tilde{g}^{T}$ is the transpose (Gibb's conjugate) of $\tilde{g}$. Similarly, the generalization of (24) for lossless scatterers is

$$
\begin{gather*}
\tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1}\right)+\tilde{\mathbf{g}}^{\dagger}\left(\hat{\mathbf{k}}_{1}, \hat{\mathbf{k}}_{2}\right)=\tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1}\right)+\tilde{\mathbf{g}}^{*}\left(-\hat{\mathbf{k}}_{2},-\hat{\mathbf{k}}_{1}\right) \\
=-2 \mathfrak{m}\left[\tilde{\mathbf{g}}^{\dagger}\left(\hat{\mathbf{k}}_{3}, \hat{\mathbf{k}}_{2}\right) \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{3}, \hat{\mathbf{k}}_{1}\right)\right], \tag{A2}
\end{gather*}
$$

where $\tilde{\mathbf{g}}^{\dagger}=\tilde{\mathbf{g}}^{T^{*}}$ is the Hermitian adjoint of $\tilde{\mathbf{g}}$, and we integrate over $d \Omega\left(\hat{\mathbf{k}}_{3}\right)$.
For the present problem, the rest system $\hat{g}$ depends not only on $\hat{\mathbf{k}}_{1}^{\prime}$ and $\hat{\mathbf{k}}_{2}^{\prime}$ as shown in the above, but also on the direction of incidence in $\Sigma$ (and the direction $\hat{\mathbf{v}}$ ) as it enters the wavenumber
$k_{i}^{\prime}=k p_{i}^{\prime}$,

$$
\begin{equation*}
p_{i}^{\prime}=\gamma\left(1-\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}}_{i}\right)=p^{\prime}\left(\hat{\mathbf{v}}, \widehat{\mathbf{k}}_{i}\right)=p^{\prime}\left(-\hat{\mathbf{v}},-\widehat{\mathbf{k}}_{i}\right) \tag{A3}
\end{equation*}
$$

Thus instead of (A1), we have

$$
\begin{align*}
& \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right)=\tilde{\mathbf{g}}^{T}\left(-\hat{\mathbf{k}}_{1}^{\prime},-\hat{\mathbf{k}}_{2}^{\prime} ; p_{1}^{\prime}\right) \\
& \tilde{\mathbf{g}}\left(-\hat{\mathbf{k}}_{1}^{\prime},-\hat{\mathbf{k}}_{2}^{\prime} ; p_{2}^{\prime}\right)=\tilde{\mathbf{g}}^{T}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{2}^{\prime}\right) \tag{A4}
\end{align*}
$$

where $\hat{\mathbf{k}}_{1}^{\prime}$ is the direction of incidence for the first relation, and $-\hat{\mathbf{k}}_{2}^{\prime}$ for the second. To seek analogs involving $\tilde{\mathbf{G}}$ of (38), if we reverse $\hat{\mathbf{k}}_{i}$, then we must also reverse $\hat{\mathbf{v}}$ to insure that the relation between $-\widehat{K}_{i}$ and $\mathbb{K}_{i}^{\prime}$ is preserved, i.e., as determined by
$\hat{\mathbf{k}}_{i}=\tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{k}}_{i}^{\prime}+\beta \hat{\mathbf{v}}\right) p_{i}^{\prime}, \quad \hat{\mathbf{k}}_{i}^{\prime}=\tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{k}}_{i}-\beta \hat{\mathbf{v}}\right) / p_{i}^{\prime}$.
Since $\tilde{\mathbf{p}}\left(\hat{\mathbf{k}}_{i}^{\prime}, \hat{\mathbf{k}}_{i}\right)=\tilde{\mathbf{p}}_{i}$ of (31) is unaltered by reversing both $\hat{\mathbf{v}}$ and $\hat{\mathbf{k}}_{i}$ (and thereby reversing $\widehat{\mathbf{k}}_{i}^{\prime}$ ), i.e.,

$$
\begin{align*}
\tilde{\mathbf{p}}_{i} & =\tilde{\mathbf{p}}\left(\hat{\mathbf{k}}_{i}^{\prime}, \hat{\mathbf{k}}_{i} ; \hat{\mathbf{v}}\right)=\left(\hat{\alpha^{\prime}} \hat{\boldsymbol{\alpha}}+\hat{\delta} \hat{\delta}\right) p_{i}^{\prime} \\
& =\left[\left(\hat{\delta} \times \hat{\mathbf{k}}^{\prime}\right)(\hat{\delta} \times \hat{\mathbf{k}})+\hat{\delta} \hat{\delta}\right] p_{i}^{\prime}=\tilde{\mathbf{p}}\left(-\hat{\mathbf{k}}_{i}^{\prime},-\hat{\mathbf{k}}_{i} ;-\hat{\mathbf{v}}\right), \tag{A6}
\end{align*}
$$

we may write corresponding forms of $\tilde{\mathbf{G}}$ of (38) as

$$
\begin{align*}
\tilde{\mathbf{G}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}_{1}} ; \hat{\mathbf{v}}\right) & =\tilde{\mathbf{p}}_{2}^{r} \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{k}_{2}^{\prime}}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{p}_{1} \\
& =\left[\tilde{\mathbf{p}}_{1}^{T} \cdot \tilde{\mathbf{g}}\left(-\widehat{\mathbf{k}}_{1}^{\prime},-\widehat{k_{2}^{\prime}} ; \hat{p}_{1}^{\prime}\right) \cdot \tilde{p}_{2}^{r T}\right]^{T} \tag{A7}
\end{align*}
$$

$$
\begin{align*}
\tilde{\mathbf{G}}\left(-\hat{\mathbf{k}}_{1},-\hat{\mathbf{k}}_{2} ;-\widehat{\mathbf{v}}\right) & =\tilde{\mathbf{p}}_{1}^{r} \cdot \tilde{\mathbf{g}}\left(-\hat{\mathbf{k}}_{1}^{\prime},-\hat{\mathbf{k}}_{2}^{\prime} ; p_{2}^{\prime}\right) \cdot \tilde{\mathbf{p}}_{2} \\
& =\left[\tilde{\mathbf{p}}_{2}^{T} \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{2}^{\prime}\right) \cdot \tilde{p}_{1}^{r T}\right]^{T} \tag{A8}
\end{align*}
$$

Thus, in general, there is no direct relation between $\tilde{G}$ of (A7) and $\tilde{\mathbf{G}}^{T}$ of (A8); to stress this we write
$\tilde{\mathbf{G}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1} ; \hat{\mathbf{v}}\right)=\left.\tilde{\mathbf{G}}^{T}\left(-\hat{\mathbf{k}}_{1},-\hat{\mathbf{k}}_{2} ;-\hat{\mathbf{v}}\right)\right|_{p_{2}^{\prime} \sim p_{1}^{\prime}}$,
where $p_{2}^{\prime} \rightleftharpoons p_{1}^{\prime}$ indicates an ad hoc interchange.
For an arbitrary scatterer, a simple relation exists for the forward scattered direction $\widehat{\mathbf{k}}_{1}=\widehat{\mathbf{k}_{2}}$ $=\hat{\mathbf{K}}$, i.e.,
$\tilde{\mathbf{G}}(\hat{\mathbf{k}}, \hat{\mathbf{k}} ; \hat{\mathbf{v}})=\tilde{\mathbf{G}}(-\hat{\mathbf{k}},-\hat{\mathbf{k}} ;-\hat{\mathbf{v}})=\tilde{\mathbf{G}}^{T}(-\hat{\mathbf{k}},-\hat{\mathbf{k}} ;-\hat{\mathbf{v}})$
for which case

$$
\begin{align*}
\widetilde{\mathbf{G}}= & \left(\hat{\alpha} \hat{\alpha}^{\prime}+\hat{\delta} \hat{\delta}\right) \cdot \tilde{g} \cdot\left(\hat{\alpha}^{\prime} \hat{\alpha}+\hat{\delta} \hat{\delta}\right),  \tag{A10}\\
& \tilde{\mathbf{g}}=\tilde{\mathbf{g}}\left(\hat{\mathbf{k}}^{\prime}, \hat{\mathbf{k}}^{\prime}\right) \doteq \tilde{\mathbf{g}}\left(-\hat{\mathbf{k}}^{\prime},-\hat{\mathbf{k}}^{\prime}\right)
\end{align*}
$$

For arbitrary directions, if $\tilde{\mathbf{g}}$ has inversion symmetry, i.e., if

$$
\tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right)=\tilde{\mathbf{g}}\left(-\hat{\mathbf{k}}_{2}^{\prime},-\hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right)=\tilde{\mathbf{g}}^{T}\left(\hat{\mathbf{k}}_{1}^{\prime}, \hat{\mathbf{k}}_{2}^{\prime} ; p_{1}^{\prime}\right)
$$

then

$$
\begin{align*}
\tilde{\mathbf{G}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1} ; \hat{\mathbf{v}}\right) & =\tilde{\mathbf{G}}\left(-\hat{\mathbf{k}}_{2},-\hat{\mathbf{k}}_{1} ;-\hat{\mathbf{v}}\right) \\
& =\tilde{\mathbf{p}}_{2}^{r} \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{p}_{1} . \tag{A12}
\end{align*}
$$

In general we may rewrite (A2) as

$$
\begin{align*}
& \tilde{\mathbf{G}}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1} ; \hat{\mathbf{v}}\right)+\tilde{\mathbf{G}}^{*}\left(-\hat{\mathbf{k}}_{2},-\hat{\mathbf{k}}_{1} ;-\hat{\mathbf{v}}\right) \\
& \quad=2 \mathscr{M}\left[\tilde{\mathbf{p}}_{2}^{r} \cdot \tilde{\mathbf{g}}^{*}\left(-\hat{\mathbf{k}}_{2}^{\prime},-\hat{\mathbf{k}}_{3}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{\mathbf{g}}\left(\hat{\mathbf{k}}_{3}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{p_{1}}\right] \tag{A13}
\end{align*}
$$

where we can insert $\tilde{\mathbf{p}}_{3} \cdot \tilde{\mathrm{p}}_{3}^{\gamma}$ between the g's to show that the integrand has the structure $\tilde{\mathbf{G}}^{*} \cdot \tilde{\mathbf{G}}$ with $p_{i}^{\prime}$ instead of $p_{3}^{\prime}$ in $\overrightarrow{\mathbf{g}}^{*}$. If $\hat{\mathbf{k}}_{2}=\widehat{\mathbf{k}}_{1}=\widehat{\mathbf{k}}$, then by (A10) the left side reduces to $2 \operatorname{Re} \tilde{G}(\hat{\mathbf{k}}, \widehat{\mathbf{k}} ; \hat{\mathbf{v}})$ and we obtain (30) by forming $\hat{\mathbf{p}} \cdot \mathrm{G} \cdot \hat{\mathrm{p}}$. If the scatterer has inversion symmetry, then (A13) reduces to

$$
\begin{aligned}
& -\operatorname{Re} \tilde{G}\left(\hat{\mathbf{k}}_{2}, \hat{\mathbf{k}}_{1} ; \hat{\mathbf{v}}\right) \\
& \left.=\mathbb{M}\left[\tilde{p}_{2}^{\prime} \cdot \tilde{\boldsymbol{g}}^{*}\left(\hat{\mathbf{k}}_{2}^{\prime}, \hat{\mathbf{k}}_{3}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{\mathrm{g}}_{\mathbf{k}} \hat{\mathbf{k}}_{3}^{\prime}, \hat{\mathbf{k}}_{1}^{\prime} ; p_{1}^{\prime}\right) \cdot \tilde{\mathbf{p}}_{1}\right] .
\end{aligned}
$$
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#### Abstract

In a previous paper we transformed the plane wave excitation $\Phi(\mathbf{r}, t)$ for an obstacle moving with constant velocity in free space ( $\Sigma$ ) to obtain $\Phi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)$ in the scatterer's system ( $\Sigma^{\prime}$ ), and considered the scattered wave $U^{\prime}$ in $\Sigma^{\prime}$ and its transform $U$ in $\Sigma$. The wave $\Phi$ has period $T$ in $t$, and $\Phi^{\prime}$ and $U^{\prime}$ have period $T^{\prime}$ in $t^{\prime}$; the wave $\mathbf{U}$ is not periodic in $\mathbf{r}, t$, but in retarded ( $\mathbf{R}, t$ ) and present coordinates it has the period $T_{s}$ equal to the dilation of $T^{\prime}$. Now we transform $t^{\prime}$-averages (over $T^{\prime}$ ) of quadratic functions of $\Phi^{\prime}+\mathbf{U}^{\prime}$ (the time-averaged energy density, the energy flux vector, and the momentum flux tensor) to obtain $\mathbf{r}, t$-dependent forms in $\Sigma$ (which in $\mathbf{R}, t$ may be interpreted as $t$-averages over $T_{s}$ ). We consider the average power absorbed by the scatterer and the force that acts on it in $\Sigma^{\prime}$, and the theorems that relate these to the scattered and interference terms. Then we show how the known $\Sigma^{\prime}$ conservation theorems are exhibited in $\Sigma$, and determine in $\Sigma$ the corresponding ( $\mathbf{r}, \boldsymbol{i}$-independent) power imparted to the scatterer and the force that acts on it, and the reradiated and interference terms. Since $T_{s}$ is, in general, small enough to regard the present position as practically fixed in $\Sigma$, we also consider the corresponding differential reradiated cross section, etc.


## IN TRODUCTION

In a previous paper, ${ }^{1}$ we applied Einstein's procedure ${ }^{2}$ to the scattering of an electromagnetic wave $\Phi$ by an obstacle moving with constant velocity $v$ in free space. The wave $\Phi(\mathbf{r}, t)=\widehat{\mathbf{p}} e^{i \mathbf{k} \cdot \mathbf{r}-i \omega t}$ in the observer's system $\Sigma$ was transformed ${ }^{2-4}$ to the scatterer's system $\Sigma^{\prime}$ as the incident wave $\Phi^{\prime}\left(\mathbf{r}^{\prime}, t^{\prime}\right)=\widehat{\mathbf{p}}^{\prime} p^{\prime} e^{i \mathrm{k}^{\prime} \cdot \boldsymbol{r}^{\prime-i \omega^{\prime} t} t^{\prime}}$; then, the corresponding scattered wave $U^{\prime}\left(r^{\prime}, t^{\prime}\right)$ was transformed to $\Sigma$ as the required function $U$. The function $\Phi$ has the period $T=2 \pi / \omega$ in $t$, and $\Phi^{\prime}$ and $U^{\prime}$ have the period $T^{\prime}=2 \pi / \omega^{\prime}$ in $t^{\prime}$. The wave U is not periodic in $\mathbf{r}, t$, but in retarded ( $\mathbf{R}, t$ ) and present ( $\mathbf{r}_{s}, t$ ) coordinates, it has the period $T_{s}$ equalling the dilation of $T^{\prime}$.

For $r^{\prime} \sim \infty$, the far-field $\mathrm{U}^{\prime} \sim \mathrm{U}_{a}^{\prime}$ is proportional to $\mathbf{G}^{\prime}=\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right) \boldsymbol{p}^{\prime}(\hat{\mathbf{k}} \cdot \hat{\mathbf{v}})$, where $\mathbf{g}=g_{\theta^{\prime}} \hat{\boldsymbol{\theta}}^{\prime}+g_{\varphi} \hat{\boldsymbol{\varphi}}$ is the scattering amplitude for the conventional problem in $\Sigma^{\prime}$. Similarly for $R \sim \infty$, the corresponding function $\mathrm{U} \sim \mathrm{U}_{a}$ is proportional to $\mathbf{G}(\widehat{\mathbf{R}})=\left(g_{\theta}, \widehat{\Theta}\right.$ $\left.+g_{\varphi} \hat{\boldsymbol{\varphi}}\right) p^{\prime}(\overrightarrow{\mathbf{k}} \cdot \hat{\mathbf{v}}) / p^{\prime}(\widehat{\mathbf{R}} \cdot \hat{\mathbf{v}})$, where $\widehat{\mathbf{R}}, \widehat{\boldsymbol{\Theta}}, \widehat{\boldsymbol{\varphi}}$ is the retarded basis. The result $\hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}})=\hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right)$ interrelates the interference effects in the two systems.

Now we consider $t^{\prime}$-averages (over $T^{\prime}$ ) of quadratic functions ${ }^{5-8}$ of $\psi^{\prime}=\Phi^{\prime}+U^{\prime}$ : the time-averaged energy density ( $W^{\prime}$ ), energy flux vector ( $\mathbf{S}^{\prime}$ ), and momentum flux tensor ( $\tilde{M}^{\prime}$ ). In $\Sigma$, in $\mathbf{r}, t$ coordinates, the analogs $W, S$, and $\tilde{\mathbf{M}}$ depend in general on $t$; however, in $\mathbf{R}, t$ or $\mathbf{r}_{s}, t$ coordinates, the functions may be interpreted as $t$-averages over $T_{s}$. We then show how the known $\Sigma^{\prime}$ conservation theorems ${ }^{8-12}$ are exhibited in $\Sigma$, and determine the average power ( $P_{B}$ ) imparted to the scatterer and the force ( $F$ ) that acts on it in $\Sigma$, etc. (The
interval $T_{s}$ is, in general, small enough to regard the present position of the scatterer as practically fixed for far-field intensity measurements by a receiver with rest system $\Sigma$. Restrick ${ }^{13}$ and Censor ${ }^{14}$ interpret $S$ as the limit of a $t$-average over an infinite interval.)

We discuss several different derivations of the resuits for $P_{B}$ and $\mathbf{F}$. The first, and most direct, involves transformation from $\Sigma^{\prime}$ to $\Sigma$ of the known densities in the scatterer's volume $U^{\prime}$. The second involves transformation of $\Sigma^{\prime}$ surface ( $A^{\prime}$ ) integrals and facilities unambiguous resolution of interference terms, etc. Then we consider the quadratic functions directly in $\Sigma$, in order to clarify interrelations between different functions in the two systems.
We use the same notation and the same symbols as before. ${ }^{1}$ We begin with a short statement of several key results discussed earlier in detail, ${ }^{1}$ and then consider the quadratic functions.

## 1. FAR-FIELD SCATTERING

In $\Sigma$, we write the incident wave as ${ }^{1}$
$\Phi=e^{i \nu} \hat{\mathbf{p}}, \quad \nu=\mathbf{k} \cdot \mathbf{r}-\omega t=k(\hat{\mathbf{k}} \cdot \mathbf{r}-c t)$,

$$
\begin{equation*}
\hat{\mathbf{p}}=(\hat{\alpha} \hat{\alpha}+\widehat{\delta} \widehat{\delta}) \cdot \hat{\mathbf{p}}, \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{k}}, \hat{\alpha}, \widehat{\delta}$ form a special set in the spherical basis $\hat{\mathbf{r}}, \hat{\theta}, \hat{\varphi}$; we use $\hat{\mathbf{r}}=\hat{\mathbf{v}} \cos \theta+\hat{\boldsymbol{\rho}}(\varphi) \sin \theta$, etc. The transform in $\Sigma^{\prime}$ is $1-4$

$$
\begin{aligned}
& \boldsymbol{\Phi}^{\prime}=e^{i \nu^{\prime}} \hat{\mathbf{p}}^{\prime} p^{\prime}, \quad \nu^{\prime}=\mathbf{k}^{\prime} \cdot \mathbf{r}^{\prime}-\omega^{\prime} t^{\prime}=\nu \\
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We discuss several different derivations of the resuits for $P_{B}$ and $\mathbf{F}$. The first, and most direct, involves transformation from $\Sigma^{\prime}$ to $\Sigma$ of the known densities in the scatterer's volume $U^{\prime}$. The second involves transformation of $\Sigma^{\prime}$ surface ( $A^{\prime}$ ) integrals and facilities unambiguous resolution of interference terms, etc. Then we consider the quadratic functions directly in $\Sigma$, in order to clarify interrelations between different functions in the two systems.
We use the same notation and the same symbols as before. ${ }^{1}$ We begin with a short statement of several key results discussed earlier in detail, ${ }^{1}$ and then consider the quadratic functions.

## 1. FAR-FIELD SCATTERING

In $\Sigma$, we write the incident wave as ${ }^{1}$
$\Phi=e^{i \nu} \hat{\mathbf{p}}, \quad \nu=\mathbf{k} \cdot \mathbf{r}-\omega t=k(\hat{\mathbf{k}} \cdot \mathbf{r}-c t)$,

$$
\begin{equation*}
\hat{\mathbf{p}}=(\hat{\alpha} \hat{\alpha}+\widehat{\delta} \widehat{\delta}) \cdot \hat{\mathbf{p}}, \tag{1}
\end{equation*}
$$

where $\hat{\mathbf{k}}, \hat{\alpha}, \widehat{\delta}$ form a special set in the spherical basis $\hat{\mathbf{r}}, \hat{\theta}, \hat{\varphi}$; we use $\hat{\mathbf{r}}=\hat{\mathbf{v}} \cos \theta+\hat{\boldsymbol{\rho}}(\varphi) \sin \theta$, etc. The transform in $\Sigma^{\prime}$ is $1-4$

$$
\begin{aligned}
& \boldsymbol{\Phi}^{\prime}=e^{i \nu^{\prime}} \hat{\mathbf{p}}^{\prime} p^{\prime}, \quad \nu^{\prime}=\mathbf{k}^{\prime} \cdot \mathbf{r}^{\prime}-\omega^{\prime} t^{\prime}=\nu \\
& \hat{\mathbf{p}}^{\prime}=\left(\hat{\boldsymbol{\alpha}}^{\prime} \hat{\boldsymbol{\alpha}}+\hat{\boldsymbol{\delta}} \hat{\mathbf{\delta}}\right) \cdot \hat{\mathbf{p}}, \quad p^{\prime}=\gamma(\mathbf{1}-\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}})=k^{\prime} / k, \\
& \hat{\mathbf{k}}^{\prime}=\tilde{L} \cdot(\hat{\mathbf{k}}-\beta \hat{\mathbf{v}}) / p^{\prime}, \quad \hat{\boldsymbol{\alpha}}^{\prime}=\hat{\boldsymbol{\delta}} \times \hat{\mathbf{k}}^{\prime},
\end{aligned}
$$

$$
\begin{align*}
\tilde{\mathbf{L}} & =\gamma \hat{\mathbf{v}} \hat{\mathbf{v}}+(\tilde{\mathbf{I}}-\hat{\mathbf{v}} \hat{\mathbf{v}}) \\
\beta & =v / c, \quad \gamma=\left(1-\beta^{2}\right)^{-1 / 2}, \tag{2}
\end{align*}
$$

with $\widehat{\mathbf{k}}^{\prime}, \hat{\boldsymbol{\alpha}}^{\prime}, \widehat{\delta}$ as the corresponding set in $\hat{\mathbf{r}}^{\prime}, \hat{\boldsymbol{\theta}}^{\prime}, \widehat{\varphi}$. We have $\hat{\mathbf{k}} \cdot \hat{\mathbf{v}}=\cos \alpha$, etc., so that $p^{\prime}=\gamma(1-\beta \cos \alpha)=1 / \gamma\left(1+\beta \cos \alpha^{\prime}\right)$, etc.
The corresponding scattered wave in $\Sigma^{\prime}$ for $r^{\prime} \sim \infty$ is

$$
\begin{align*}
\mathbf{U}^{\prime} \sim \mathbf{U}_{a}^{\prime} & =e^{i \nu_{s}^{\prime} p^{\prime} \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right) / i k^{\prime} r^{\prime}, \quad \nu_{s}^{\prime}=k^{\prime} r^{\prime}-\omega^{\prime} t^{\prime}} \\
\mathbf{g}\left(\hat{\mathbf{r}^{\prime}}\right) & =\left(\hat{\theta}^{\prime} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right) \tag{3}
\end{align*}
$$

where $\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}, \hat{\mathbf{k}}^{\prime}: \hat{\mathbf{p}}^{\prime}\right)$ is the conventional scattering amplitude. (The more usual normalization corresponds to $\mathbf{g} / i k^{\prime}=\mathbf{f}$.) Its transform in $\Sigma$ is $^{1}$

$$
\begin{align*}
\mathbf{U} \sim \mathbf{U}_{a} & =e^{i \nu_{s}} \mathbf{G}(\hat{\mathbf{R}}) / i k^{\prime} r^{\prime}, \\
\mathbf{G} & =p^{\prime} p_{s}\left(\hat{\boldsymbol{\theta}} \hat{\theta}^{\prime}+\hat{\varphi} \hat{\varphi}\right) \cdot \mathbf{g}\left(\hat{\mathbf{r}^{\prime}}\right), \quad p_{s}=\gamma\left(1+\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{r}}^{\prime}\right) \\
\nu_{s} & =\nu_{s}^{\prime}=p^{\prime} p_{s}(k \widehat{\mathbf{R}} \cdot \mathbf{r}-\omega t)=p^{\prime}(k R-\omega t) / \gamma, \\
\hat{\mathbf{R}} & =\hat{\mathbf{L}} \cdot\left(\hat{\mathbf{r}}^{\prime}+\beta \hat{\mathbf{v}}\right) / p_{s}, \tag{4}
\end{align*}
$$

with $\hat{\mathbf{R}}, \widehat{\boldsymbol{\theta}}, \hat{\varphi}$ as the retarded basis, and $\mathbf{R}, t$ as the retarded coordinates. For brevity, we write the relativistic scattering amplitude $\mathbf{G}(\hat{\mathbf{R}}, \hat{\mathbf{k}}: \hat{\mathbf{p}} ; \hat{\mathbf{v}})$ as $\mathbf{G}(\hat{\mathbf{R}})$. We have

$$
\begin{align*}
\mathbf{r}^{\prime}= & \tilde{\mathbf{L}} \cdot(\mathbf{R}-R \beta \hat{\mathbf{v}})=\tilde{\mathbf{L}} \cdot \mathbf{r}_{s}, \quad r^{\prime}=R / p_{s}=r_{s} / q \\
& q=1 / \gamma\left(1-\beta^{2} \sin ^{2} \theta_{s}\right)^{1 / 2} \\
& \hat{\mathbf{r}}^{\prime} \cdot \hat{\mathbf{v}}=\cos \theta^{\prime}=\gamma p_{s}(\cos \Theta-\beta)=\gamma q \cos \theta_{s} \\
& p_{s}=\gamma\left(1+\beta \cos \theta^{\prime}\right)=1 / \gamma(1-\beta \cos \Theta) \tag{5}
\end{align*}
$$

where $\hat{\mathbf{r}}_{s}, \hat{\theta}_{s}, \hat{\varphi}$ is the present (simultaneous) basis, and $\mathbf{r}_{s}, t$ are the present coordinates. Equation (4) corresponds to $R \sim r_{s} \sim \infty_{\dot{1}}$. For forward scattering in $\Sigma^{\prime}$, we have $\hat{\mathbf{r}}^{\prime}=\dot{\overrightarrow{\mathbf{k}}}^{\prime}$ and $\widehat{\mathbf{R}}=\widehat{\mathbf{k}}$; for this case, $p^{\prime} p_{s}=1$, and ${ }^{1}$

$$
\begin{equation*}
\hat{\mathbf{p}} \cdot \mathrm{G}(\hat{\mathbf{k}})=\hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}{ }^{\prime}\right) \tag{6}
\end{equation*}
$$

enables us to interrelate the interference effects in the two systems.
The mates to $\Phi$ and $\mathbf{U}$, and their transforms, are given by

$$
\begin{aligned}
& \Phi_{M}=\widehat{\mathbf{k}} \times \boldsymbol{\Phi}, \quad \boldsymbol{\Phi}_{M}^{\prime}=\widehat{\mathbf{k}}^{\prime} \times \boldsymbol{\Phi}^{\prime} \\
& \mathbf{U}_{M a}^{\prime}=\hat{\mathbf{r}}^{\prime} \times \mathbf{U}_{a}^{\prime}, \quad \mathbf{U}_{M a}=\widehat{\mathbf{R}} \times \mathbf{U}_{a}
\end{aligned}
$$

such that $\partial_{t} \mathrm{U}_{M}=-c \nabla \times \mathrm{U}$, etc. For $t^{\prime}$-periodic fields in $\mathbf{r}^{\prime}$, $t^{\prime}$, we have $\mathbf{U}_{M}^{\prime}=\nabla^{\prime} \times \mathbf{U}^{\prime} / i k^{\prime}$, etc. We take $\Phi=E_{0}$ as the original electric field, so that $\mathbf{H}_{0}=\boldsymbol{\Phi}_{M}\left(\epsilon_{0} / \mu_{0}\right)^{1 / 2}$; similarly, $\mathbf{U}=\mathbf{E}_{s}$ is the scattered electric field and $\mathbf{U}_{M}=\mathbf{H}_{s}\left(\mu_{0} / \epsilon_{0}\right)^{1 / 2}$ is the normalized scattered magnetic field. Thus, $\boldsymbol{\Psi}=\boldsymbol{\Phi}+\mathbf{U}=\mathbf{E}_{0}+\mathbf{E}_{s}=\mathbf{E}$ is the electric field in $\Sigma$, etc.
In retarded or present coordinates, $\mathrm{U}_{a}$ of (4) is a periodic function of $t$ with period $T_{s}=2 \pi \gamma / \omega^{\prime}$; this interval is the dilation of the $t^{\prime}$-period
$T^{\prime}=2 \pi / \omega^{\prime}$ of $\Phi^{\prime}$ and $U^{\prime}$, and it is also simply related to the original period $T=2 \pi / \omega$. Thus,

$$
\begin{equation*}
T_{s}=\gamma T^{\prime}=\gamma T / p^{\prime}=T /(1-\beta \cos \alpha) . \tag{7}
\end{equation*}
$$

Since $U$ differs from $U_{a}$ in that $G$ is replaced ${ }^{1}$ by $\tilde{D} \cdot \mathbf{G}=\left[\tilde{\mathbf{I}}+\left(i / 2 k^{\prime} r^{\prime}\right) \tilde{\mathbf{D}}+\cdots\right] \cdot \mathbf{G}$, with $\tilde{\mathbf{D}}$ as a Beltrami differential operator on the angles, 10 $\mathbf{U}(\mathbf{R}, t)$ also has $t$-period $T_{s}$; similarly for $\mathrm{U}_{M}$ in terms of $\boldsymbol{D} \cdot(\hat{\mathbf{R}} \times \mathbf{G})$. We also refer $\boldsymbol{\Phi}$ to the retarded event $\mathbf{r}_{0}, t_{0}$ [with $\mathbf{r}_{0}=\mathbf{v} t_{0}=\mathbf{v}(t-R / c)$ ] by rewriting $\nu$ of (1) as $\nu=\mathbf{k} \cdot\left(\mathbf{r}_{0}+\mathbf{R}\right)-\omega\left(t_{0}+R / c\right)$ $R / c)=\nu_{0}+h R(\hat{\mathbf{k}} \cdot \hat{\mathbf{R}}-1)$; using $\nu_{0}=\nu_{s}$ as discussed before, ${ }^{1}$ we express $\Phi$ in retarded coordinates as

$$
\begin{equation*}
\Phi(\mathbf{R}, t)=e^{i \nu_{s}+i(\mathbf{k} \cdot \mathbf{R}-k R)}, \quad \nu_{s}=(1-\beta \cos \alpha)(k R-\omega t) \tag{8}
\end{equation*}
$$

with $\nu_{s}$ as in (4). In present coordinates, we have

$$
\Phi\left[\mathbf{r}_{s}, t\right]=e^{i \mathbf{k} \cdot \mathbf{r}_{s}-i \omega(1-\beta \cos \alpha) t}
$$

In $\Sigma^{\prime}$, we factor the fields and write

$$
\begin{align*}
\Phi^{\prime}=e^{-i \omega^{\prime} t} p^{\prime} \Phi, \quad \phi & =\widehat{\mathbf{p}}^{\prime} e^{i \mathbf{k}^{\cdot} \mathbf{r}^{\prime}}, \quad \mathrm{U}^{\prime}=e^{-i \omega^{\prime} t^{\prime}} p^{\prime} \mathbf{u} \\
\phi+\mathbf{u} & =\psi, \quad \mathbf{u} \sim e^{i k^{\prime} r^{\prime}} \mathbf{g} / i k^{\prime} r^{\prime} \tag{9}
\end{align*}
$$

where $\psi\left(\mathbf{r}^{\prime} ; \hat{\mathbf{k}}^{\prime}: \hat{\mathbf{p}}^{\prime}\right)$ is the usual $t^{\prime}$-independent solution of the reduced wave equation for real $k^{\prime}$. The scattering amplitude $g$ may be represented as an integral ${ }^{11,1}$ over the scatterer's surface $Q^{\prime}$ :

$$
\begin{gather*}
\left.\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)=\frac{-k^{\prime 2}}{4 \pi} \int\left[\tilde{\phi} \times \hat{\mathbf{n}}^{\prime}\right) \cdot \mathbf{u}_{M}+\tilde{\phi}_{M \cdot} \cdot\left(\mathbf{u} \times \hat{\mathbf{n}}^{\prime}\right)\right] d Q^{\prime} \\
\tilde{\phi}\left(-\hat{\mathbf{r}}^{\prime}\right)=\left(\hat{\theta}^{\prime} \hat{\boldsymbol{\theta}}^{\prime}+\hat{\varphi} \hat{\varphi}\right) e^{-i k^{\prime} \hat{\mathbf{r}}^{\prime} \cdot \mathbf{r}^{\prime \prime}} \\
\mathbf{u}_{M}=\nabla^{\prime \prime} \times \mathbf{u} / i k^{\prime}, \quad \tilde{\Phi}_{M}=\hat{\mathbf{r}}^{\prime} \times \tilde{\phi} \tag{10}
\end{gather*}
$$

We use $d \mathbf{Q}^{\prime}=\hat{\mathbf{n}}^{\prime} d \mathbb{Q}^{\prime}\left(\mathbf{r}^{\prime \prime}\right)$ with $\hat{\mathbf{n}}^{\prime}$ as the outward normal (and we may replace $a^{\prime}$ by any surface $A^{\prime}$ inclosing the scatterer, in the volume $V^{\prime}$ external to the scatterer's volume $\mathcal{V}^{\prime}$ ). In the forward direction $\widehat{\mathbf{r}}^{\prime}=\widehat{\mathbf{k}}^{\prime}$, in terms of $\phi\left(-\widehat{\mathbf{k}}^{\prime}\right)=\phi^{*}\left(\widehat{\mathbf{k}}^{\prime}\right)$,

$$
\begin{equation*}
\hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right)=\frac{k^{\prime 2}}{4 \pi} \int\left[\boldsymbol{\phi}^{*}\left(\hat{\mathbf{k}}^{\prime}\right) \times \mathbf{u}_{M}-\mathbf{u} \times \boldsymbol{\phi}_{M}^{*}\left(\mathbf{k}^{\prime}\right)\right] \cdot d \mathbf{A}^{\prime} \tag{11}
\end{equation*}
$$

## 2. ENERGY AND MOMENTUM

The fields are periodic in $\Sigma^{\prime}$ and we may average products over one cycle $T^{\prime}$ in $t^{\prime}$ to obtain the usual ${ }^{8}$ quadratic functions: the time-averaged energy density

$$
\begin{align*}
& W^{\prime}=\frac{1}{4}\left(\epsilon_{0}\left|\mathbf{E}^{\prime}\right|^{2}+\mu_{0}\left|\mathbf{H}^{\prime}\right|^{2}\right)=\frac{1}{2} W_{0}\left(\left|\Psi^{\prime}\right|^{2}+\left|\Psi_{M}^{\prime}\right|^{2}\right) \\
& W_{0}=\frac{1}{2} \epsilon_{0} \tag{12}
\end{align*}
$$

the Poynting flux $\mathbf{S}^{\prime}$ and momentum density $\mathbf{N}^{\prime}$ vectors

$$
\begin{align*}
& \mathbf{S}^{\prime}=c^{2} \mathbf{N}^{\prime}=\frac{1}{2} \operatorname{Re}\left(\mathbf{E}^{\prime} \times \mathbf{H}^{\prime *}\right)=S_{0} \operatorname{Re}\left(\mathbf{\Psi}^{\prime} \times \mathbf{\Psi}_{M}^{\prime *}\right) \\
& S_{0}=\frac{1}{2} \boldsymbol{\epsilon}_{0} c=W_{0} c \tag{13}
\end{align*}
$$

and the momentum flux dyadic

$$
\begin{align*}
\mathbf{M}^{\prime} & =-\frac{1}{2} \operatorname{Re}\left(\epsilon_{0} \mathbf{E}^{\prime} \mathbf{E}^{\prime *}+\mu_{0} \mathbf{H}^{\prime} \mathbf{H}^{\prime *}\right)+\tilde{\mathbf{I}} W^{\prime} \\
& =-W_{0} \operatorname{Re}\left(\mathbf{\Psi}^{\prime} \Psi^{\prime *}+\Psi_{M}^{\prime} \Psi_{M}^{\prime *}\right)+\tilde{\mathbf{I}} W^{\prime} \tag{14}
\end{align*}
$$

The square of the dimension of $E$ is implicit in the definition of $W_{0}$, etc.

Transforming (12)-(14) to $\Sigma$, we have the ana$\log 5^{5-7}$

$$
\begin{align*}
W & =\gamma^{2}\left[\left(W^{\prime}+\mathbf{v} \cdot \mathbf{N}^{\prime}\right)+\mathbf{v} \cdot\left(\mathbf{S}^{\prime}+\tilde{\mathbf{M}} \cdot \mathbf{v}\right) / c^{2}\right]  \tag{15}\\
\mathbf{S} & =\gamma \tilde{\mathbf{L}} \cdot\left[\left(\mathbf{S}^{\prime}+\mathbf{v} W^{\prime}\right)+\left(\hat{\mathbf{M}}^{\prime}+\mathbf{v} \mathbf{N}^{\prime}\right) \cdot \mathbf{v}\right] \\
\mathbf{N} & =\gamma \tilde{\mathbf{L}} \cdot\left[\left(\mathbf{N}^{\prime}+\mathbf{v} W^{\prime} / c^{2}\right)+\left(\tilde{\mathbf{M}}^{\prime}+\mathbf{v} \mathbf{S}^{\prime} / c^{2}\right) \cdot \mathbf{v} / c^{2}\right]  \tag{16}\\
\tilde{\mathbf{M}} & =\tilde{\mathbf{L}} \cdot\left[\left(\tilde{\mathbf{M}}^{\prime}+\mathbf{v} \mathbf{N}^{\prime}\right)+\left(\mathbf{S}^{\prime} \mathbf{v}+W^{\prime} \mathbf{v} \mathbf{v}\right) / c^{2}\right] \cdot \tilde{\mathbf{L}} \tag{17}
\end{align*}
$$

which depend on $t$ in $\mathbf{r}, t$ (but in $\mathbf{R}, t$ correspond to $t$-averages over $T_{s}$ ). By superposition,

$$
W-\mathbf{v} \cdot \mathbf{S} / c^{2}=W^{\prime}+\mathbf{v} \cdot \mathbf{N}^{\prime}
$$

$$
\begin{equation*}
W-\mathbf{v} \cdot \mathbf{N}=W^{\prime}+\mathbf{v} \cdot \mathbf{S} / c^{2} \tag{18}
\end{equation*}
$$

$$
\mathbf{S}-W \mathbf{v}=\gamma \tilde{\mathbf{L}}^{-1} \cdot\left(\mathbf{S}^{\prime}+\tilde{\mathbf{M}}^{\prime} \cdot \mathbf{v}\right)
$$

$$
\begin{equation*}
\mathbf{S}-\tilde{\mathbf{M}} \cdot \mathbf{v}=\tilde{\mathbf{L}} \cdot\left(\mathbf{S}^{\prime}+W^{\prime} \mathbf{v}\right) / \gamma \tag{19}
\end{equation*}
$$

$$
\begin{align*}
\tilde{\mathbf{M}}-\mathbf{S v} / c^{2} & =\tilde{\mathbf{L}} \cdot\left(\tilde{\mathbf{M}}^{\prime}+\mathbf{v N} \mathbf{N}^{\prime}\right) \cdot \tilde{\mathbf{L}}^{-1} \\
\tilde{\mathbf{M}}-\mathbf{v N} & =\tilde{\mathbf{L}^{-1}} \cdot\left(\tilde{\mathbf{M}}^{\prime}+\mathbf{S}^{\prime} \mathbf{v} / c^{2}\right) \cdot \tilde{\mathbf{L}} \tag{20}
\end{align*}
$$

We keep $\mathbf{S}$ and $\mathbf{N}$ distinct to facilitate interpretation.

We have $\mathbf{E}^{\prime}=\boldsymbol{\Psi}^{\prime}=\boldsymbol{\Phi}^{\prime}+\mathbf{U}^{\prime}=\mathbf{E}_{0}^{\prime}+\mathbf{E}_{s}^{\prime}$, etc., and $W^{\prime}=W_{0}^{\prime}+W_{I}^{\prime}+W_{s}^{\prime}$, etc. The incident ( $W_{0}^{\prime}$ ) and scattered ( $W_{s}^{\prime}$ ) energy densities are

$$
\begin{align*}
W_{0}^{\prime} & =\frac{1}{2} W_{0}\left(\left|\Phi^{\prime}\right|^{2}+\left|\Phi_{M}^{\prime}\right|^{2}\right)=W_{0}\left|\boldsymbol{\Phi}^{\prime}\right|^{2}=W_{0} p^{\prime 2}  \tag{21}\\
W_{s}^{\prime}= & \frac{1}{2} W_{0}\left(\left|\mathbf{U}^{\prime}\right|^{2}+\left|\mathbf{U}_{M}^{\prime}\right|^{2}\right) \sim W_{0}\left|\mathbf{U}_{a}^{\prime}\right|^{2} \\
& =W_{0}^{\prime}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}|D|^{2}=W_{s a}^{\prime}, \quad D=1 / i k^{\prime} r^{\prime} . \tag{22}
\end{align*}
$$

The interference term is

$$
\begin{align*}
W_{I}^{\prime}= & W_{0} \operatorname{Re}\left(\Phi^{\prime *} \cdot \mathbf{U}^{\prime}+\Phi_{M}^{\prime *} \cdot \mathrm{U}_{M}^{\prime}\right) \\
\sim & W_{0}^{\prime} \operatorname{Re}\left\{e^{\left.i k^{\prime} r^{\prime}-i \mathbf{k}^{\prime} \cdot \mathrm{r}^{\prime}\left[\hat{\mathbf{p}^{\prime}} \cdot \mathbf{g}+\left(\hat{\mathbf{k}^{\prime}} \times \hat{\mathbf{p}}^{\prime}\right) \cdot\left(\hat{\mathbf{r}}^{\prime} \times \mathbf{g}\right)\right] D\right\}}\right. \\
& =W_{I a}^{\prime}, \tag{23}
\end{align*}
$$

and the phase of the asymptotic form is stationary at $\hat{\mathbf{r}}^{\prime}=\hat{\mathbf{k}}_{2}^{\prime}-\widehat{\mathbf{k}}^{\prime}$; the stationary value of $W_{I \alpha}^{\prime}$ is $2 W_{0}^{\prime} \operatorname{Re} \hat{p}^{\prime} \cdot g\left(\mathbf{k}^{\prime}\right) D$ for the first and zero for the
second. (We use $\hat{\mathbf{k}}^{\prime} \cdot \mathrm{g}\left( \pm \widehat{\mathbf{k}}^{\prime}\right)=0$, etc.)
The incident ( $\mathrm{S}_{0}^{\prime}$ ) and scattered ( $\mathrm{S}_{s}^{\prime}$ ) fluxes satisfy
$\mathbf{S}_{0}^{\prime}=S_{0} \operatorname{Re}\left(\Phi^{\prime *} \times \Phi_{M}^{\prime}\right)=\mathbf{k}^{\prime} S_{0}^{\prime}, \quad S_{0}^{\prime}=S_{0} p^{\prime 2}$,
$\mathbf{S}_{s}^{\prime}=S_{0} \operatorname{Re}\left(\mathbf{U}^{\prime *} \times \mathbf{U}_{M}\right) \sim \hat{\mathbf{r}}^{\prime} S_{0}^{\prime}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}|D|^{2}=\mathbf{S}_{s a}^{\prime}$,

The total power reradiated from the scatterer's surface $Q^{\prime}$ is

$$
\begin{equation*}
P_{s}^{\prime}=\int \mathbf{S}_{s}^{\prime} \cdot d Q^{\prime}=\int \mathbf{S}_{s}^{\prime} \cdot d \mathbf{A}^{\prime}=S_{0}^{\prime} \sigma_{s}^{\prime} \tag{26}
\end{equation*}
$$

with $\sigma_{s}^{\prime}$ as the scattering cross section; we used $\nabla^{\prime} \cdot S_{s}^{\prime}=0$ in $V^{\prime}$ to replace $Q^{\prime}$ by $A^{\prime}$. Taking $d \mathbf{A}^{\prime}=\widehat{\mathbf{r}}^{\prime} r^{\prime 2} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)$ with $r^{\prime} \sim \infty$, (henceforth $A_{\infty}^{\prime}$ ),

$$
\sigma_{s}^{\prime}=b \mathscr{N}\left[\left|g\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}\right], \quad \mathfrak{N}=(1 / 4 \pi) \int d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)
$$

$$
\begin{equation*}
b=4 \pi / k^{\prime 2} \tag{27}
\end{equation*}
$$

where $\mathfrak{K}$ indicates the mean over all values of $\widehat{\mathbf{r}}^{\prime}$.
The interference of the incident and scattered waves is shown by

$$
\begin{equation*}
\mathbf{S}_{I}^{\prime}=S_{0} \operatorname{Re}\left(\Phi^{\prime *} \times \mathbf{U}_{M}^{\prime}-\mathbf{U}^{\prime} \times \Phi_{M}^{\prime *}\right) \tag{28}
\end{equation*}
$$

and from (11), the power diverted from the incident wave by interference is

$$
\begin{equation*}
P_{I}^{\prime}=\int \mathbf{S}_{I}^{\prime} \cdot d \mathbf{A}^{\prime}=S_{0}^{\prime} b \operatorname{Re} \widehat{\mathbf{p}^{\prime}} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right) \tag{29}
\end{equation*}
$$

This result may also be obtained from the asymptotic form
$\mathbf{S}_{I}^{\prime} \sim S_{0}^{\prime} \operatorname{Re}\left\{e^{i k^{\prime} r-i \mathbf{K}^{\prime} \cdot \mathbf{r}^{\prime}}\left[\hat{\mathbf{p}}^{\prime} \times\left(\hat{\mathbf{r}}^{\prime} \times \mathbf{g}\right)+\mathbf{g} \times\left(\hat{\mathbf{k}}^{\prime} \cdot \times \hat{\mathbf{p}}^{\prime}\right)\right] D\right\}$

$$
\begin{equation*}
=\mathbf{S}_{I a}^{\prime} \tag{30}
\end{equation*}
$$

which reduces to $\mathbf{S}_{1 a}^{\prime}=S_{0}^{\prime} 2 \operatorname{Re} \widehat{\mathbf{p}}^{\prime} \cdot \mathrm{g}\left(\hat{\mathbf{k}}^{\prime}\right) \hat{\mathbf{k}}^{\prime} D, 0$ at the stationary points $\widehat{\mathbf{r}}^{\prime}=\widehat{\mathbf{k}^{\prime}},-\widehat{\mathbf{k}}^{\prime}$. Thus, evaluation of $\int S_{I a}^{\prime} \cdot d \mathrm{~A}^{\prime}$ by the method of stationary phase,

$$
\begin{aligned}
& \int e^{i k^{\prime} r^{\prime} f\left(\theta^{\prime}, \varphi\right)} \frac{\mathcal{F}\left(\theta^{\prime}, \varphi\right)}{i k^{\prime} r^{\prime}} r^{\prime 2} d \theta^{\prime} d \varphi \\
& \sim \frac{2 \pi}{k^{\prime 2}} \sum_{m} \frac{e^{i k^{\prime} r^{\prime} f_{m}} \boldsymbol{F}_{m}}{\left[\partial_{\theta}^{2} f_{m} \partial_{\varphi}^{2} f_{m}-\left(\partial_{\theta^{\prime}} \partial_{\varphi} f_{m}\right)^{2}\right]^{1 / 2}}
\end{aligned}
$$

also yields (29). Here $f=1-\hat{\mathbf{k}}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}$, and we sum over the set ( $m$ ) of stationary values.
The net flux into the scatterer's surface, the power absorbed in ' $V^{\prime}$, equals

$$
\begin{equation*}
p_{A}^{\prime}=-\int \mathbf{S}^{\prime} \cdot d \mathbf{Q}^{\prime}=S_{0}^{\prime} \sigma_{A}^{\prime}, \tag{31}
\end{equation*}
$$

where $\sigma_{A}^{\prime}$ is the absorption cross section. Since $\nabla^{\prime} \cdot S^{\prime}=0$ in $V^{\prime}$, we also have

$$
\begin{align*}
\int \mathbf{S}^{\prime} \cdot d \mathbf{Q}^{\prime} & =\int \mathbf{S}_{I}^{\prime} \cdot d \mathbf{A}^{\prime}+\int \mathbf{S}_{s}^{\prime} \cdot d \mathbf{A}^{\prime}=P_{I}+P_{S} \\
& =S_{0}^{\prime}\left[b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}^{\prime}\left(\hat{\mathbf{k}}^{\prime}\right)+\sigma_{S}^{\prime}\right] \tag{32}
\end{align*}
$$

where we used $\int S_{0}^{\prime} \bullet d A^{\prime}=0$, and (26) and (29). From (31) and (32) we obtain the usual energy theorem ${ }^{9,10}$ in the form

$$
\begin{align*}
P_{A}^{\prime}+P_{S}^{\prime} & =P_{T}^{\prime}=-P_{I}^{\prime}, \quad \sigma_{A}^{\prime}+\sigma_{S}^{\prime}=\sigma_{T}^{\prime}=-b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right) \\
P^{\prime} & =S_{0}^{\prime} \sigma^{\prime}, \tag{33}
\end{align*}
$$

where $\sigma_{T}^{\prime}$ is the total cross section, and $P_{T}^{\prime}=-P_{I}^{\prime}$ is the energy diverted from the incident wave by interference with the scattered wave, and either absorbed or reradiated by the obstacle.
Similarly, for the components of the momentum flux tensor,

$$
\begin{align*}
& \tilde{\mathbf{M}}_{0}^{\prime}=-W_{0}\left|\boldsymbol{\Phi}^{\prime}\right|^{2}\left[\hat{\mathbf{p}}^{\prime} \hat{\mathbf{p}}^{\prime}+\left(\hat{\mathbf{k}} \times \hat{\mathbf{p}}^{\prime}\right)\left(\hat{\mathbf{k}}^{\prime} \times \hat{\mathbf{p}}^{\prime}\right)-\tilde{\mathbf{I}}\right] \\
& =W_{0}^{\prime} \hat{\mathbf{k}}^{\prime} \hat{\mathbf{k}}^{\prime}=\mathbf{S}_{0}^{\prime} \hat{\mathbf{k}}^{\prime} / c,  \tag{34}\\
& \tilde{\mathbf{M}}_{S}^{\prime} \sim-W_{0}\left|\mathrm{U}_{a}^{\prime}\right|^{2}\left[\hat{\mathbf{g}}^{\prime} \hat{\mathbf{g}}^{\prime}+\left(\hat{\mathbf{r}}^{\prime} \times \hat{\mathbf{g}}^{\prime}\right)\left(\hat{\mathbf{r}}^{\prime} \times \hat{\mathbf{g}}^{\prime}\right)-\tilde{\mathbf{I}}\right] \\
& =W_{S a}^{\prime} \hat{\mathbf{r}}^{\prime} \hat{\mathbf{r}}^{\prime}=\mathbf{S}_{S a}^{\prime} \hat{\mathbf{r}}^{\prime} / c,  \tag{35}\\
& \tilde{\mathbf{M}}_{I}^{\prime} \cdot \hat{\mathbf{k}}^{\prime}=W_{\mathrm{O}} \operatorname{Re}\left[\mathbf{U}^{\prime} \times\left(\hat{\mathbf{k}}^{\prime} \times \Phi^{\prime}\right)^{*}+\mathbf{U}_{M}^{\prime} \times\left(\hat{\mathbf{k}}^{\prime} \times \Phi_{M}^{\prime}\right)^{*}\right] \\
& =W_{0}\left(\mathbf{U}^{\prime} \times \Phi_{M}^{\prime *}+\Phi^{\prime *} \times \mathrm{U}_{M}^{\prime}\right)=\mathbf{S}_{1}^{\prime} / c, \\
& \tilde{\mathbf{M}}_{I}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}=-W_{0} \operatorname{Re}\left\{\left[\Phi^{\prime *} \mathbf{U}^{\prime} \bullet \hat{r}^{\prime}+\boldsymbol{\Phi}^{*} \times\left(\hat{\mathbf{r}}^{\prime} \times \mathbf{U}^{\prime}\right)\right]\right. \\
& \left.-\left[\boldsymbol{\Phi}_{M}^{\prime *} \mathrm{U}_{M}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}+\Phi_{M}^{\prime *} \times\left(\hat{\mathbf{r}}^{\prime} \times \mathrm{U}_{M}\right)\right]\right\} \sim \mathbf{S}_{I}^{\prime} / c . \tag{36}
\end{align*}
$$

The analog of (26) is the force

$$
\begin{align*}
\mathbf{F}_{s}^{\prime} & =\int \tilde{M}_{s}^{\prime} \cdot d \boldsymbol{Q}^{\prime}=W_{0}^{\prime} b \mathscr{M}\left[\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} \hat{\mathbf{r}}^{\prime}\right] \\
& =W_{0}^{\prime} \sigma_{s}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}\right\rangle=P_{s}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}\right\rangle / c \\
\left\langle\hat{\mathbf{r}}^{\prime}\right\rangle & =\int\left|g\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} \hat{\mathbf{r}}^{\prime} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) / \int\left|g\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) \\
& =b \mathfrak{M}\left[|\mathbf{g}|^{2} \hat{\mathbf{r}}^{\prime}\right] / \sigma_{s}^{\prime} \tag{37}
\end{align*}
$$

where we used $\nabla^{\prime} \cdot \tilde{\mathrm{M}}_{\mathrm{s}}^{\prime}=0$ in $V^{\prime}$. The analog of (29),
$\mathbf{F}_{I}^{\prime}=\int \tilde{\mathbf{M}}_{I}^{\prime} \cdot d \boldsymbol{Q}^{\prime}=W_{0}^{\prime} b \operatorname{Re} \widehat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right) \hat{\mathbf{k}}^{\prime}=P_{I}^{\prime} \hat{\mathbf{k}}^{\prime} / c$,
gives the momentum diverted from $\Phi^{\prime}$ by interference with $U^{\prime}$.
Since $\nabla^{\prime} \cdot M^{\prime}=0$ in the volume external to the scatterer, the radiation force on the obstacle [the analog of (31)] is

$$
\begin{equation*}
\mathbf{F}^{\prime}=-\int \tilde{\mathbf{M}}^{\prime} \cdot d \boldsymbol{Q}^{\prime}=W_{0}^{\prime} \boldsymbol{\sigma}^{\prime} \tag{39}
\end{equation*}
$$

where $\sigma^{\prime}$ is a directed cross section for force. In terms of (37) and (38), we also have

$$
\begin{align*}
\int \tilde{\mathbf{M}} \cdot d \boldsymbol{Q}^{\prime}= & \int \tilde{\mathbf{M}}_{I}^{\prime} \cdot d \boldsymbol{Q}^{\prime}+\int \tilde{\mathbf{M}}_{S}^{\prime} \cdot d \boldsymbol{Q}^{\prime}=\mathbf{F}_{I}^{\prime}+\mathbf{F}_{S}^{\prime} \\
& =W_{0}^{\prime}\left[b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right) \hat{\mathbf{k}}+\sigma_{s}^{\prime}\left(\hat{\mathbf{r}}^{\prime}\right\rangle\right] . \tag{40}
\end{align*}
$$

From (39) and (40),

$$
\begin{align*}
& \mathbf{F}^{\prime}+\mathbf{F}_{S}^{\prime}=\mathbf{F}_{T}^{\prime}=-\mathbf{F}_{I}^{\prime}, \\
& \quad \boldsymbol{\sigma}^{\prime}+\sigma_{S}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}\right\rangle=\boldsymbol{\sigma}_{T}^{\prime}=-b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}^{\prime}}\right) \hat{\mathbf{k}}^{\prime}=\sigma_{T}^{\prime} \hat{\mathbf{k}} \\
& \quad \boldsymbol{\sigma}^{\prime}=\sigma_{T}^{\prime} \hat{\mathbf{k}}^{\prime}-\sigma_{S}^{\prime}\langle\hat{\mathbf{r}}\rangle \tag{41}
\end{align*}
$$

where $F_{T}^{\prime}=-F_{I}^{\prime}$, the momentum diverted from the incident wave by interference with the scattered wave, equals that imparted to the obstacle plus that reradiated. For a spherically symmetrical scatterer, the radiation pressure is specified by

$$
\begin{align*}
\boldsymbol{\sigma}^{\prime}= & \sigma^{\prime} \hat{\mathbf{k}}^{\prime} \\
& \sigma^{\prime}=\sigma_{T}^{\prime}-\sigma_{s}^{\prime}\left\langle\hat{\mathbf{k}}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}\right\rangle=\sigma_{A}^{\prime}+\sigma_{s}^{\prime}\left\langle 1-\hat{\mathbf{k}}^{\prime} \cdot \hat{\mathbf{r}}^{\prime}\right\rangle \tag{42}
\end{align*}
$$

as discussed by Debye, ${ }^{11}$ and van de Hulst. ${ }^{12}$
We may write the absorbed power as an integral over the scatterer's volume ( $V^{\prime}$ )

$$
\begin{array}{r}
P_{A}^{\prime}=-\int \mathbf{S}^{\prime} \cdot d \mathbf{Q}^{\prime}=-\int \nabla^{\prime} \cdot \mathbf{S}^{\prime} d V^{\prime}=\int Q^{\prime} d ण^{\prime} \\
\nabla^{\prime} \cdot \mathbf{S}^{\prime}=-Q^{\prime} \tag{43}
\end{array}
$$

where $Q^{\prime}\left(r^{\prime}\right)$ is the power loss density within the scatterer. Similarly for the force on the scatterer

$$
\begin{array}{r}
\mathbf{F}^{\prime}=-\int \tilde{\mathbf{M}}^{\prime} \cdot d \mathbf{Q}^{\prime}=-\int \boldsymbol{\nabla}^{\prime} \cdot \tilde{\mathbf{M}}^{\prime} d \boldsymbol{V}^{\prime}=\int \mathbf{f}^{\prime} d \boldsymbol{V}^{\prime} \\
\nabla^{\prime} \cdot \tilde{\mathbf{M}}^{\prime}=-\mathbf{f}^{\prime} \tag{44}
\end{array}
$$

with $f^{\prime}\left(r^{\prime}\right)$ as the internal force density. The divergence relations are the usual ones for the $t^{\prime}$-independent problem. The densities transform $\mathrm{as}^{2-5}$
$\mathbf{f}=\tilde{\mathbf{L}} \cdot \mathbf{f}^{\prime}+\gamma \mathbf{v} Q^{\prime} / c^{2}=\tilde{\mathbf{L}} \cdot\left(\mathbf{f}^{\prime}+\mathbf{v} Q^{\prime} / c^{2}\right)$,

$$
\begin{equation*}
Q=Q^{\prime} / \gamma ; \quad Q+\mathbf{v} \cdot \mathbf{f}=\gamma\left(Q^{\prime}+\mathbf{v} \cdot \mathbf{f}^{\prime}\right) \tag{45}
\end{equation*}
$$

where we used the result for $Q$ corresponding to heat; v•f is the work per unit volume. From the above and the relations

$$
\begin{equation*}
d V=d V^{\prime} / \gamma, \quad d \mathbf{A}=\tilde{\mathbf{L}} \cdot d \mathbf{A}^{\prime} / \gamma, \tag{46}
\end{equation*}
$$

we determine the absorbed power $P_{A}$ and force $F$ in $\Sigma$.
In $\Sigma$, the corresponding force on the scatterer is

$$
\begin{align*}
\mathbf{F}= & \int \mathbf{f} d V=\gamma^{-1} \int\left(\mathbf{f}^{\prime}+\mathbf{v} Q^{\prime} / c^{2}\right) \cdot \tilde{\mathbf{L}} d V^{\prime} \\
& =-\gamma^{-1} \int d Q^{\prime} \cdot\left(\tilde{\mathbf{M}}^{\prime}+\mathbf{S}^{\prime} \mathbf{v} / c^{2}\right) \cdot \tilde{\mathbf{L}} \\
& =-\int d \mathbf{Q} \cdot(\tilde{\mathbf{M}}-\mathbf{v N}) \tag{47}
\end{align*}
$$

where we used (43)-(46), and finally (20). Thus the force on the scatterer depends on both the momentum flux tensor and the momentum density vector. Similarly, the corresponding absorbed power is

$$
\begin{align*}
P_{A}=\int Q d V & =\gamma^{-2} \int Q^{\prime} d V^{\prime}=-\gamma^{-2} \int \mathbf{S}^{\prime} \cdot d Q^{\prime} \\
& =-\int d \mathbf{Q} \cdot[\mathbf{S}-\mathbf{v} W-(\tilde{\mathbf{M}}-\mathbf{v N}) \cdot \mathbf{v}] \tag{48}
\end{align*}
$$

where the final form follows from (16). Since the mechanical power that the field spends on the moving scatterer is

$$
\begin{equation*}
P_{M}=\mathrm{v} \cdot \mathbf{F}=\int \mathrm{v} \cdot \mathbf{f} d V=-\int d Q \cdot(\tilde{\mathbf{M}}-\mathrm{vN}) \cdot \mathrm{v} \tag{49}
\end{equation*}
$$

the total power imparted to the scattering body

$$
\begin{align*}
P_{B}= & P_{A}+P_{M}=\int(Q+\mathbf{v} \cdot \mathbf{f}) d V=\int\left(Q^{\prime}+\mathbf{v} \cdot \mathbf{f}^{\prime}\right) d V \\
& =-\int\left(\mathbf{S}^{\prime}+\mathbf{v} \cdot \tilde{\mathbf{M}}\right) \cdot d \boldsymbol{Q}^{\prime}=-\int(\mathbf{S}-\mathbf{v} W) \cdot d \boldsymbol{Q}(5( \tag{50}
\end{align*}
$$

depends only on the energy flux and energy density. Rewriting the last form of (47) as an integral over v,

$$
\begin{equation*}
\mathbf{F}=\int \mathbf{f} d V=-\int \nabla \cdot(\tilde{\mathbf{M}}-\mathbf{v N}) d \tau \tag{51}
\end{equation*}
$$

we have, within 0 ,

$$
\begin{equation*}
-\mathbf{f}=\boldsymbol{\nabla} \cdot \tilde{\mathbf{M}}-\boldsymbol{\nabla} \cdot \mathbf{v N}=\nabla \cdot \tilde{\mathbf{M}}+\partial_{t} \mathbf{N} \tag{52}
\end{equation*}
$$

where $\nabla \cdot \nabla \mathrm{N}=\mathrm{v} \cdot \nabla \mathrm{N}=-\partial_{t} \mathrm{~N}$ follows from $\gamma\left(\mathbf{v} \cdot \nabla+\partial_{t}\right) \mathbf{N}=\partial_{t}, \mathbf{N}=\mathbf{0}$. Outside the scatterer's volume,

$$
\begin{equation*}
\nabla \cdot(\tilde{\mathrm{M}}-\mathrm{vN})=0 \tag{53}
\end{equation*}
$$

Similarly, from (50) in the form
$P_{B}=\int(Q+\mathbf{v} \cdot \mathbf{f}) d \boldsymbol{d}=-\int \nabla \cdot(\mathbf{S}-\mathbf{v} W) d \boldsymbol{U}$,
within $\mathcal{V}$,

$$
\begin{equation*}
-Q-\mathbf{v} \cdot \mathbf{f}=\boldsymbol{\nabla} \cdot \mathbf{S}-\nabla \cdot \mathbf{v} W=\nabla \cdot \mathbf{S}+\partial_{t} W \tag{55}
\end{equation*}
$$

and outside $v$,

$$
\begin{equation*}
\nabla \cdot(\mathbf{S}-\mathbf{v} W)=0 \tag{56}
\end{equation*}
$$

The forms of (52) and (55) in $-v \cdot \nabla=\partial_{t}$, the usual ones ${ }^{8}$ for the $\mathbf{r}, t$-dependent problem in $\Sigma$, may be taken as the starting ones for the development.
We determine $\mathbf{F}$ and $P_{B}$ initially by twn procedures based on the results obtained in $\Sigma^{\prime}$. Tnen we consider $W, \mathbf{S}$ and $\widetilde{\mathbf{M}}$ in $\Sigma$ and discuss derivations based on evaluating the $\Sigma$ integrals in (47) and (50). The most direct procedure for determining $F$ and $P_{B}$ etc., and the corresponding cross sections $\boldsymbol{\sigma}=\mathbf{F} / W_{0}, \sigma_{B}=P_{B} / S_{0}$, etc., is to compare the $)^{\prime}$ integrals of (47) and (50) with those in (43) and (44). Thus,
$\mathbf{F}=\tilde{\mathbf{L}} \cdot\left(\mathbf{F}^{\prime}+\mathbf{v} P_{A}^{\prime} / \boldsymbol{c}^{2}\right) / \gamma=\tilde{\mathbf{L}} \cdot \mathbf{F}^{\prime} / \gamma+\mathbf{v} P_{A}^{\prime} / c^{2}=W_{0} \boldsymbol{\sigma}$,

$$
\begin{align*}
& P_{A}=P_{A}^{\prime} / \gamma^{2}=S_{0} \sigma_{A}  \tag{57}\\
& P_{M}=\mathbf{v} \cdot \mathbf{F}=\mathbf{v} \cdot \mathbf{F}^{\prime}+\beta^{2} P_{A}^{\prime}=S_{0} \sigma_{M}  \tag{59}\\
& P_{B}=P_{A}+P_{M}=P_{A}^{\prime}+\mathbf{v} \cdot \mathbf{F}^{\prime}=S_{0} \sigma_{B}
\end{align*}
$$

The last form (60) is the simplest to interpret. In $\Sigma$, the power $P_{B}$ imparted to the moving scatterer is the electromagnetic power $P_{A}^{\prime}$ it absorbs in its rest system plus the work done on it by the rest system electromagnetic force $F^{\prime}$. However, the power $P_{A}$ of (58) absorbed in $\Sigma$ is the relativistic transformation of the power $P_{A}^{\prime}$ absorbed in $\Sigma^{\prime}$. The first form (57) says that the force $F$ that acts on the scatterer in $\Sigma$ consists of the distorted rest system electromagnetic force $F^{\prime}$ plus a force arising from motion and the inertial effect ( $P_{A}^{\prime} / c^{2}$ ) of the absorbed energy; both forces contribute to the work done on the scatterer in $\Sigma$, i.e., to $P_{M}$ of (59). If $P_{A}^{\prime}=0$, the scatterer is lossless; the results simplify to $\mathbf{F}=\widehat{\mathbf{L}} \cdot \mathbf{F}^{\prime} / \gamma$, and $P_{B}=$ $P_{M}=\nabla \cdot \mathbf{F}^{\prime}=\mathbf{V} \cdot \mathbf{F}$.
We construct the cross sections in $\Sigma$ by substitution. The simplest form is (58). Substituting from (31)-(33), we obtain

$$
\begin{align*}
P_{A} & =S_{0} \sigma_{A}=S_{0}^{\prime} \sigma_{A}^{\prime} / \gamma^{2} \\
\sigma_{A} & =(1-\beta \cos \alpha)^{2} \sigma_{A}^{\prime}=(1-\beta \cos \alpha)^{2}\left(\sigma_{T}^{\prime}-\sigma_{S}^{\prime}\right) \tag{61}
\end{align*}
$$

Next we consider (57) in terms of (41) and (33),

$$
\begin{aligned}
\mathbf{F} & =W_{0} \sigma=W_{0}^{\prime} \tilde{\mathbf{L}} \cdot\left(\sigma^{\prime}+\hat{\mathbf{v}} \beta \sigma_{A}^{\prime}\right) / \gamma \\
& =W_{0}^{\prime} \tilde{\mathbf{L}} \cdot\left[\sigma_{T}^{\prime}\left(\hat{\mathbf{k}}^{\prime}+\beta \hat{\mathbf{v}}\right)-\sigma_{S}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}+\beta \widehat{\mathbf{v}}\right\rangle\right]
\end{aligned}
$$

$$
\begin{align*}
& =W_{0}^{\prime}\left[\sigma_{T}^{\prime} \hat{\mathbf{k}} / p^{\prime}-\sigma_{S}^{\prime}\left\langle\hat{\mathbf{R}} p_{s}\right\rangle\right] / \gamma \\
& =W_{0} p^{\prime}\left[\left[\sigma_{T}^{\prime} \hat{\mathbf{k}}\left(1+\beta \cos \alpha^{\prime}\right)-\sigma_{S}^{\prime}\left\langle\hat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right\rangle\right],\right. \\
\mathbf{\sigma} & =p^{\prime 2} \sigma_{T}^{\prime} \hat{\mathbf{k}}\left(1+\beta \cos \alpha^{\prime}\right)-p^{\prime 2} \sigma_{S}^{\prime}\left\langle\hat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right\rangle \\
& =\sigma_{T}^{\prime}(1-\beta \cos \alpha) \hat{\mathbf{k}}-p^{\prime 2} \sigma_{S}^{\prime}\left\langle\hat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right\rangle, \quad(62 \tag{62}
\end{align*}
$$

where $\hat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)=\tilde{\mathbf{L}} \cdot\left(\hat{\mathbf{r}}^{\prime}+\hat{\beta \mathbf{V}}\right) / \gamma=\hat{\mathbf{v}}\left(\cos \theta^{\prime}+\beta\right)$ $+\hat{\rho}\left(\sin \theta^{\prime}\right) / \gamma$ with $\hat{\rho}=\hat{\mathbf{x}} \cos \varphi+\hat{\mathbf{y}} \sin \varphi$. We obtain (59) from (62):

$$
\begin{align*}
P_{M} & =S_{0} \sigma_{M}=\mathbf{v} \cdot \mathbf{F}=S_{0} \hat{\beta} \cdot \boldsymbol{v} \\
\sigma_{M} & =\beta p^{\prime 2} \sigma_{T}^{\prime}\left(\beta+\cos \alpha^{\prime}\right)-\beta p^{\prime 2} \sigma_{S}^{\prime}\left\langle\beta+\cos \theta^{\prime}\right\rangle \\
& =\beta \sigma_{T}^{\prime}(1-\beta \cos \alpha) \cos \alpha-\beta p^{\prime 2} \sigma_{S}^{\prime}\left\langle\beta+\cos \theta^{\prime}\right\rangle \tag{63}
\end{align*}
$$

Finally from (61) and (63), or more directly from (31) and (41), we express (60) as

$$
\begin{align*}
P_{B} & =S_{0} \sigma_{B}=S_{0}\left(\sigma_{A}+\sigma_{M}\right)=S_{0} p^{\prime 2}\left(\sigma_{A}^{\prime}+\beta \hat{\mathrm{v}} \cdot \sigma^{\prime}\right) \\
\sigma_{B} & =p^{\prime 2} \sigma_{T}^{\prime}\left(1+\beta \cos \alpha^{\prime}\right)-p^{\prime 2} \sigma_{S}^{\prime}\left\langle 1+\beta \cos \theta^{\prime}\right\rangle \\
& =\sigma_{T}^{\prime}(1-\beta \cos \alpha)-p^{\prime 2} \sigma_{S}^{\prime}\left\langle 1+\beta \cos \theta^{\prime}\right\rangle \tag{64}
\end{align*}
$$

If the scatterer is lossless, then $\sigma_{B}=\sigma_{M}=$ $p^{\prime 2} \beta \sigma_{S}^{\prime}\left\langle\cos \alpha^{\prime}-\cos \theta^{\prime}\right\rangle$; see Restrick ${ }^{13}$ and Censor ${ }^{14}$ for different developments.
From (33) and (41), we have

$$
\begin{equation*}
\sigma_{A}^{\prime}=\sigma_{T}^{\prime}-\sigma_{S}^{\prime}, \quad \sigma^{\prime}=\sigma_{T}^{\prime} \hat{\mathbf{k}}^{\prime}-\sigma_{S}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}\right\rangle \tag{65}
\end{equation*}
$$

and we see that (64) and (63) are similarly related. By comparison, we identify the total cross section in $\Sigma$ as
$\sigma_{T}=p^{\prime 2} \sigma_{T}^{\prime}\left(1+\beta \cos \alpha^{\prime}\right)=\sigma_{T}^{\prime}(1-\beta \cos \alpha)$,
and the reradiation cross section as

$$
\begin{align*}
\sigma_{R} & =p^{\prime 2} \sigma_{S}^{\prime}\left\langle 1+\beta \cos \theta^{\prime}\right\rangle \\
& =p^{\prime 2} b \mathscr{M}\left[\left|\underline{g}\left(\hat{\mathbf{r}^{\prime}}\right)\right|^{2}\left(1+\beta \cos \theta^{\prime}\right)\right] \\
& =k^{-2} \int\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}\left(1+\beta \cos \theta^{\prime}\right) d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) \tag{67}
\end{align*}
$$

and introduce

$$
\begin{align*}
\langle\hat{\mathbf{R}}\rangle & =\mathfrak{M}\left[|\mathbf{g}|^{2} \widehat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right] / \mathscr{T}\left[|\mathbf{g}|^{2}\left(1+\beta \cos \theta^{\prime}\right)\right] \\
& =b \mathfrak{M}\left[|\mathbf{g}|^{2} \widehat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right] / \sigma_{R} \tag{68}
\end{align*}
$$

to exhibit the same structure as (65):

$$
\begin{equation*}
\sigma_{B}=\sigma_{T}-\sigma_{R}, \quad \sigma=\sigma_{T} \hat{\mathbf{k}}-\sigma_{R}\langle\langle\hat{\mathbf{R}}\rangle \tag{69}
\end{equation*}
$$

Soon we derive the components directly.
We make the interference effects explicit by using (33) in terms of (6):

$$
\begin{equation*}
\sigma_{T}^{\prime}=-b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\mathbf{k}^{\prime}\right)=-b \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}) \tag{70}
\end{equation*}
$$

Thus, although we are simply substituting $\Sigma^{\prime}$ results, the interference of $\Phi$ and $U$ in $\Sigma$ is
shown by the last form. In particular,

$$
\begin{gather*}
\sigma_{B}+\sigma_{R}=\sigma_{T}=\sigma_{T}^{\prime}(1-\beta \cos \alpha) \\
=-(1-\beta \cos \alpha) b \operatorname{Re} \hat{p} \cdot \mathbf{G}(\hat{\mathbf{k}}) \\
P_{B}+P_{R}=P_{I^{\prime}}=-P_{I} \tag{71}
\end{gather*}
$$

Essentially as for (33) in $\Sigma^{\prime}$, in $\Sigma$ the function $P_{T}$ is the total power derived from the incident wave $\Phi$ by interference with the scattered wave $U$ and either spent (as absorbed or mechanical power) or reradiated by the obstacle. Similarly, we rewrite (62) in the form (41) as

$$
\begin{align*}
\sigma+\sigma_{R}\langle\langle\hat{\mathbf{R}} 》 & =\sigma_{T} \hat{\mathbf{k}}=\sigma_{T}^{\prime}(1-\beta \cos \alpha) \hat{\mathbf{k}} \\
& =-(1-\beta \cos \alpha) b \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}) \hat{\mathbf{k}} \\
\mathbf{F}+\mathbf{F}_{R} & =\mathbf{F}_{T}=-\mathbf{F}_{I} \tag{72}
\end{align*}
$$

and interpret the result essentially as for (41). From (7), the factor $1-\beta \cos \alpha$ in (72) equals $T / T_{S}$, the ratio of the incident and dilated periods.
Now we rederive our results by using the surface integrals in $\Sigma^{\prime}$. This enables us to evaluate the reradiated and interference terms separately, and gives directly the decompositions of (71) and (72).

Since $\nabla^{\prime} \cdot \mathbf{S}^{\prime}=0$ and $\nabla^{\prime} \cdot \tilde{\mathbf{M}}^{\prime}=0$ in $V^{\prime}$, we also have $\nabla^{\prime} \cdot\left(\mathbf{S}^{\prime}+\mathbf{v}^{\cdot} \tilde{\mathbf{M}}^{\prime}\right)=0$ in $V^{\prime}$, and may therefore replace the $Q^{\prime}$-surface integral for $P_{B}$ in (50) by one over any surface $A^{\prime}$ inclosing the scatterer. Proceeding essentially as for (31)-(33), we write

$$
\begin{align*}
& P_{B}=-\int\left(\mathbf{S}^{\prime}+\mathbf{v} \cdot \tilde{\mathbf{M}}^{\prime}\right) \cdot d \mathbf{A}^{\prime} \\
&=-P_{I}-P_{R}=P_{T}-P_{R} \tag{73}
\end{align*}
$$

For $P_{R}$, we use $S_{S}^{\prime}$ of (25) and $\tilde{\mathbf{M}}_{S}^{\prime}$ of (35) and proceed as for (26); thus

$$
\begin{align*}
& P_{R}=\int\left(\mathbf{S}_{S}^{\prime}+\mathbf{v} \cdot \tilde{\mathbf{M}}_{S}^{\prime}\right) \cdot d \mathbf{A}^{\prime} \\
&=S_{0}^{\prime} \sigma_{S}^{\prime}\left\langle 1+\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{r}}^{\prime}\right\rangle=S_{0} \sigma_{R} \tag{74}
\end{align*}
$$

with $\sigma_{R}$ as in (67). Similarly, from $\mathbf{S}_{I}^{\prime}$ of (30) and $\tilde{\mathbf{M}}_{I}^{\prime}$ of (36),

$$
\begin{array}{r}
P_{I}=\int\left(\mathbf{S}_{I}^{\prime}+\mathbf{v} \cdot \tilde{\mathbf{M}}_{I}^{\prime}\right) \cdot d \mathbf{A}^{\prime}=S_{0}^{\prime} b\left(1+\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}}^{\prime}\right) \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \mathbf{g}\left(\hat{\mathbf{k}}^{\prime}\right) \\
=S_{0}(\mathbf{1}-\beta \widehat{\mathbf{v}} \cdot \hat{\mathbf{k}}) b \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}), \quad(75) \tag{75}
\end{array}
$$

$$
P_{T}=-P_{I}=S_{0}^{\prime}\left(1+\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}}^{\prime}\right) \sigma_{T}^{\prime}
$$

$$
\begin{equation*}
=S_{0}(1-\beta \hat{\mathbf{v}} \cdot \hat{\mathbf{k}}) \sigma_{T}^{\prime}=S_{0} \sigma_{T} \tag{76}
\end{equation*}
$$

We follow essentially the same procedure for the force functions in terms of the $\Sigma^{\prime}$-surface integral in (47). Since $\nabla^{\prime} \cdot\left(\overline{\mathbf{M}}^{\prime}+\mathbf{S}^{\prime} \mathbf{v} / c^{2}\right)=0$, we proceed essentially as for (39)-(41). Thus

$$
\begin{align*}
\mathbf{F}=-\gamma^{-1} \int d \mathbf{A}^{\prime} \cdot\left(\tilde{\mathbf{M}}^{\prime}\right. & \left.+\mathbf{S}^{\prime} \mathbf{v} / c^{2}\right) \cdot \tilde{\mathbf{L}} \\
& =-\mathbf{F}_{I}-\mathbf{F}_{R}=\mathbf{F}_{T}-\mathbf{F}_{R} \tag{77}
\end{align*}
$$

From (25) and (35),

$$
\begin{align*}
\mathbf{F}_{R} & =\gamma^{-1} \tilde{\mathbf{L}} \cdot \int\left(\tilde{\mathbf{M}}_{S}^{\prime}+\mathbf{v S} \mathbf{S}_{S}^{\prime} / c^{2}\right) \cdot d \mathbf{A}^{\prime} \\
& =W_{0}^{\prime} \sigma_{S}^{\prime}\left\langle\hat{\mathbf{r}}^{\prime}+\beta \hat{\mathbf{v}}\right\rangle \cdot \tilde{\mathbf{L}} / \gamma \\
& =W_{0} p^{\prime 2} \sigma_{S}^{\prime}\left\langle\hat{\mathbf{R}}\left(1+\beta \cos \theta^{\prime}\right)\right\rangle=W_{0} \sigma_{R}\langle\hat{\mathbf{R}}\rangle \tag{78}
\end{align*}
$$

and from (30) and (36)

$$
\begin{align*}
\mathbf{F}_{I}= & \gamma^{-1} \mathbf{L} \cdot \int\left(\tilde{\mathbf{M}}_{I}^{\prime}+\mathbf{v} \mathbf{S}_{I}^{\prime} / c^{2}\right) \cdot d \mathbf{A}^{\prime} \\
& =W_{0}^{\prime} b \operatorname{Re} \hat{\mathbf{p}}^{\prime} \cdot \hat{\mathbf{g}}(\hat{\mathbf{k}})\left(\hat{\mathbf{k}}^{\prime}+\beta \hat{\mathbf{v}}\right) / \gamma \\
& =W_{0}(1-\beta \cos \alpha) b \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}) \hat{\mathbf{k}}  \tag{79}\\
\mathbf{F}_{T}= & -\mathbf{F}_{I}=W_{0}(\mathbf{1}-\beta \cos \alpha) \sigma_{T}^{\prime} \hat{\mathbf{k}}=W_{0} \sigma_{T} \hat{\mathbf{k}} . \tag{80}
\end{align*}
$$

Now we rederive our results by working with the quadratic functions in $\Sigma$, i.e., by using the $\mathbb{Q}$ -
surface integrals in (47) and (50). This exhibits the physical content that the $\Sigma^{\prime}$ procedures have left implicit.
In $\Sigma$, with $\mathbf{\Psi}=\boldsymbol{\Phi}+\mathbf{U}=\mathbf{E}_{0}+\mathbf{E}_{S}=\mathbf{E}$, etc., in terms of (1) and (4), we have the analogs of (21)(23):

$$
\begin{gather*}
W_{0}=\frac{1}{4} \epsilon_{0}\left(|\Phi|^{2}+\left|\Phi_{M}\right|^{2}\right)=\frac{1}{2} \epsilon_{0}  \tag{81}\\
W_{S} \sim W_{0}|\mathbf{G}(\hat{\mathbf{R}})|^{2}|D|^{2}=W_{0}\left|p^{\prime} p_{S} \mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}|D|^{2}=W_{S a} \\
D=1 / i k^{\prime} r^{\prime}=p_{S} / p^{\prime} i k R \tag{82}
\end{gather*}
$$

$W_{I} \sim W_{0} \operatorname{Re}\left\{e^{i k R^{-} i \mathbf{k} \cdot \mathbf{R}}[\hat{\mathbf{p}} \cdot \mathbf{G}+(\hat{\mathbf{k}} \times \widehat{\mathbf{p}}) \cdot(\hat{\mathbf{R}} \times \mathbf{G})] D\right\}=W_{I a}$
where $W_{S a}=p_{s}^{2} W_{S a}^{\prime}$. We use $\boldsymbol{\Phi}^{*}$ as given in (8) to cancel $e^{i \nu_{s}}$ of U in $W_{I a}$; the result is the full analog of (23) in terms of the corresponding $\Sigma$ quantities. In particular, at $\widehat{\mathbf{R}}=\hat{\mathbf{k}},-\hat{\mathbf{k}}$ we get $W_{I a}=2 W_{0} \operatorname{Re} \hat{p} \cdot G(\hat{k}) D, 0$; the first value differs from the corresponding ( $\hat{\mathbf{r}}^{\prime}=\widehat{\mathbf{k}}^{\prime}$ ) result for (23) in containing $W_{0}$ instead of $W_{0}^{\prime}=W_{0} p^{\prime 2}$, and in that we now work with $D=1 / i k R p^{\prime 2}$. Similarly the analogs of (24), (25), and (30) are
$S_{0}=c^{2} N_{0}=\frac{1}{2} \epsilon_{0} c \hat{\mathbf{k}}=S_{0} \hat{\mathbf{k}}$,

$$
\begin{align*}
\mathbf{S}_{S}=c^{2} N_{S} & \sim S_{0}|\mathbf{G}|^{2}|D|^{2} \widehat{\mathbf{R}}  \tag{84}\\
& =S_{0}\left|p^{\prime} p_{S} \mathbf{g}\right|^{2}|D|^{2} \widehat{\mathbf{R}}=\mathbf{S}_{S_{a}} \tag{85}
\end{align*}
$$

$$
\begin{align*}
& \mathbf{S}_{\boldsymbol{T}}=c^{2} N_{I} \sim S_{0} \operatorname{Re}\left\{e^{i k R-i k \cdot R}[\hat{\mathbf{p}} \times(\hat{\mathbf{R}} \times \mathbf{G})\right. \\
&\quad \mathbf{G} \times(\hat{\mathbf{k}} \times \hat{\mathbf{p}})] D\}=\mathbf{S}_{I \alpha} \tag{86}
\end{align*}
$$

where $\mathbf{S}_{S a}=p_{s}^{2} \mathbf{S}_{S_{a}}^{\prime}$. If $\hat{\mathbf{R}}=\hat{\mathbf{k}},-\hat{\mathbf{k}}$ then $\mathbf{S}_{I a}=$ $2 S_{0} \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}) \hat{\mathbf{k}} D, 0$. The first differs from the corresponding ( $\hat{\mathbf{r}}^{\prime}=\widehat{\mathbf{k}}^{\prime}$ ) result for (30) in containing $S_{0} \widehat{\mathbf{k}}$ instead of $S_{0}^{\prime} \hat{\mathbf{k}}^{\prime}$. Finally, the analogs of (34)(36), are

$$
\begin{align*}
& \tilde{\mathbf{M}}_{0}=\frac{1}{2} \epsilon_{0} \hat{\mathbf{k}} \hat{\mathbf{k}}=W_{0} \hat{\mathbf{k} \hat{\mathbf{K}}},  \tag{87}\\
& \tilde{\mathbf{M}}_{S} \sim W_{0}|\mathbf{G}|^{2}|D|^{2} \hat{\mathbf{R}} \hat{\mathbf{R}}=\mathbf{S}_{S_{a}} \widehat{\mathbf{R}} / c  \tag{88}\\
& \tilde{\mathbf{M}}_{I} \cdot \hat{\mathbf{k}} \sim \tilde{\mathbf{M}}_{I} \cdot \hat{\mathbf{R}} \sim \mathbf{S}_{I a} / c . \tag{89}
\end{align*}
$$

The original procedure (31)-(33) for $P_{A}^{\prime}$ in $\Sigma^{\prime}$ was based on $\nabla^{\prime} \cdot S^{\prime}=0$ in $V^{\prime}$. We can parallel this
procedure in $\Sigma$ for $P_{B}$ of (50), since by (56), $\boldsymbol{\nabla} \cdot(\mathbf{S}-\mathbf{v} W)=0$ in $V$. Thus, the analog of the sequence (31)-(33) is

$$
\begin{array}{r}
\boldsymbol{P}_{\boldsymbol{B}}=-\int(\mathbf{S}-\mathbf{v} W) \cdot d \boldsymbol{Q}=-\int(\mathbf{S}-\mathbf{v} W) \cdot d \mathbf{A} \\
=-\boldsymbol{P}_{I}-\boldsymbol{P}_{R}=\boldsymbol{P}_{T}-P_{R} \tag{90}
\end{array}
$$

with corresponding cross sections given by $P / S_{0}$. In particular, in terms of $W_{S}$ of (82) and $S_{S}$ of (85),

$$
\begin{align*}
P_{R}=\int\left(\mathbf{S}_{S}\right. & \left.-\mathbf{v} W_{S}\right) \cdot d \mathbf{Q}=\int\left(\mathbf{S}_{S}-\mathbf{v} W_{S}\right) \cdot d \mathbf{A} \\
& =S_{0} \int \frac{p_{s}^{2}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}}{k^{2} r^{\prime 2}}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}}) \cdot d \mathbf{A} \tag{91}
\end{align*}
$$

where $A$ is any distant closed surface around the scatterer. If we take $A$ as $A_{\infty}$ in $R$, then since $d \Omega(\hat{\mathbf{R}})=d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)\left(\partial_{\theta} \cos \Theta\right) / \partial_{\theta^{\prime}} \cos \theta^{\prime}=d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) / p_{s}^{2}$, and $R=r^{\prime} p_{s}$, we have $d \mathbf{A}=\mathbf{R} R^{2} d \Omega(\mathbf{R})=$ $\widehat{\mathbf{R}} r^{\prime 2} d \Omega\left(\mathbf{r}^{\prime}\right) ;$ thus,

$$
\begin{aligned}
P_{R}= & \left(S_{0} / k^{2}\right) \int|\mathbf{g}|^{2} p_{s}^{2}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}}) \cdot \hat{\mathbf{R}} d \Omega\left(\left(\hat{\mathbf{r}}^{\prime}\right)\right. \\
& =\left(S_{0} / k^{2}\right) \int|\mathbf{g}|^{2} p_{s}^{2}(1-\beta \cos \Theta) d \Omega\left(\hat{\mathbf{r}}^{\prime}\right)=S_{0} \sigma_{R}
\end{aligned}
$$

which, since $p_{s}^{2}(1-\beta \cos \Theta)=p_{s} / \gamma=\left(1+\beta \cos \theta^{\prime}\right)$ is the result given before in (67) and (74). The same result follows if we take $A$ as $A_{\infty}$ in $\mathrm{r}_{s}$ and use $d \Omega\left(\hat{\mathbf{r}}_{s}\right)=d \Omega\left(\mathbf{r}^{\prime}\right)\left(\partial_{\theta}, \cos \theta_{S}\right) / \partial_{\theta}, \cos \theta^{\prime}=d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) / \gamma q^{3}$ and $r_{s}=r^{\prime} q$ as in (5) to obtain $d \mathrm{~A}=\hat{\mathbf{r}}_{s} r_{s}^{2} d \Omega\left(\hat{\mathbf{r}}_{s}\right)=$ $\hat{\mathbf{r}}_{s} r^{\prime 2} d \Omega\left(\mathbf{r}^{\prime}\right) / \gamma q$; substituting into (91), and noting that $\hat{\mathbf{R}}-\beta \hat{\mathbf{v}}=\hat{\mathbf{r}}_{s} q / p_{S}$, we again obtain (74). Most simply, we use $\bar{p}_{\mathrm{s}}(\hat{\mathbf{R}}-\beta \widehat{\mathbf{v}})=\hat{\mathbf{r}}^{\prime} \cdot \overline{\mathbf{L}}^{-1}$ of (5) to write $p_{s}^{2}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}})=\gamma\left(1+\beta \cos \theta^{\prime}\right) \hat{\mathbf{r}} \cdot \cdot \tilde{\mathbf{L}}^{-1}$ in (91); taking $\gamma \tilde{\mathbf{L}}^{-1} \cdot d \mathbf{A}=d \mathbf{A}^{\prime}$ with $A^{\prime}$ as $A_{\infty}^{\prime}$ gives (74).
In general, $T_{s}$ is small enough for the implicit slow $t$-variation of $W_{S a}$ and $S_{S a}$ in $\mathbf{r}, t$ to be neglecneglected for practical purposes. We may identify

$$
\begin{array}{r}
\Delta P_{R a}=\left(S_{0} / k^{2}\right) \int_{\Delta_{s}}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}\left(1+\beta \cos \theta^{\prime}\right) d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) \\
\Delta_{s}=\Delta \Omega\left(\hat{\mathbf{r}}_{s}\right) \tag{92}
\end{array}
$$

with the flux through the directed aperture $\Delta \mathbf{A}\left(\mathbf{r}_{S}\right)$ of a fixed receiver in $\Sigma$ pointing at the scatterer's present position $\mathbf{v} t$. If we replace $\Delta_{s}$ by
$\Delta=\Delta \Omega(\hat{\mathbf{R}})$, the form corresponds to the flux through the directed aperture $\Delta \mathrm{A}(\hat{\mathrm{R}})$ pointing at the scatterer's retarded position $\hat{\mathbf{v}}(v t-\beta R)=\nabla t_{0}$. The corresponding differential cross sections are

$$
\begin{align*}
& d \sigma_{R}(\hat{\mathbf{R}}) / d \Omega(\hat{\mathbf{R}})=p_{s}^{3}|\mathbf{g}|^{2 / k^{2} \gamma} \\
& d \sigma_{R}\left(\hat{\mathbf{r}}_{s}\right) / d \Omega\left(\hat{\mathbf{r}}_{s}\right)=p_{s} q^{3}|\mathbf{g}|^{2 / k^{2}} \tag{93}
\end{align*}
$$

The distant Poynting flux through $\Delta \mathbf{A}(\hat{R})$ is

$$
\begin{align*}
& \Delta P_{S a}=\left(S_{0} / k^{2}\right) \int_{\Delta} p_{s}^{2}\left|\mathbf{g}\left(\hat{\mathbf{r}^{\prime}}\right)\right|^{2} d \Omega\left(\hat{\mathbf{r}^{\prime}}\right) \\
& \quad=\left(S_{0} / k^{2}\right) \gamma^{2} \int_{\Delta}\left(\mathbf{1}+\beta \cos \theta^{\prime}\right)^{2}\left|\mathbf{g}\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2} d \Omega\left(\hat{\mathbf{r}}^{\prime}\right) \\
& \quad d \sigma_{s}(\hat{\mathbf{R}}) / d \Omega(\hat{\mathbf{R}})=p_{s}^{4}|\mathbf{g}|^{2} / k^{2} \tag{94}
\end{align*}
$$

but since $\nabla \cdot S_{S} \neq 0$, in general, (94) is not a fundamental differential flux measure in $\Sigma$, e.g., if we
use $\Delta \mathbf{A}\left(\hat{\mathbf{r}}_{s}\right)$, the integrand becomes $p_{s}^{2}|\mathbf{g}|{ }^{2} \mathbf{R} \cdot \hat{\mathbf{r}}_{s} / \gamma q=$ $|\mathbf{g}|^{2}\left(p_{s} / \gamma q\right)^{2}=|\mathbf{g}|^{2}\left(1+\beta \cos \theta^{\prime}\right) /\left(1-\beta \cos \theta^{\prime}\right)$ with corresponding $d \sigma_{s}\left(\mathbf{r}_{s}\right) / d \Omega\left(\mathbf{r}_{s}\right)=p_{s}^{2} q|\mathbf{g}|^{2 /} / k^{2} \gamma$. Sommerfeld ${ }^{4}$ converts the differential form in (94) to the first form in (93) for the case of a radiating accelerated electron by introducing $\partial t / \partial t_{0}=1-\beta \cos \Theta$, i.e., he replaces $\hat{\mathbf{R}} \cdot \mathbf{S}_{s} a$ by $\hat{\mathbf{R}} \cdot \mathbf{S}_{S_{a}} \partial t / \partial t_{0}=\hat{\mathbf{R}} \cdot \mathbf{S}_{S_{a}}(\mathbf{1}-\beta \cos \boldsymbol{\Theta})=S_{S_{a}} \widehat{\mathbf{R}} \cdot(\hat{\mathbf{R}}-\beta \hat{\mathbf{V}})$, which equals $\left(\mathbf{S}_{S a}-\nabla W_{S a}\right) \cdot \hat{\mathbf{R}}$. However, since $\nabla \cdot\left(\mathbf{S}_{S}-v W_{S}\right)=0$ in $V$, we would use the second form in (91), i.e., $\int\left(S_{S}-v W_{S}\right) \cdot d A$ for all distances. This indicates directly that (93) is the fundamental differential reradiated flux measure in $\Sigma$.
For the interference term, from $W_{I}$ of (78) and $S_{I}$ of (86), we obtain

$$
\begin{align*}
P_{I}= & \int\left(\mathbf{S}_{I}-\mathbf{v} W_{I}\right) \cdot d \mathbf{A} \\
& =S_{0} \operatorname{Re} \int D e^{i k R^{-i \mathbf{k} \cdot R}}\{[\hat{p} \times(\hat{\mathbf{R}} \times \mathbf{G})+\mathbf{G} \times(\hat{\mathbf{k}} \times \hat{\mathbf{p}})] \\
& -\hat{\mathbf{v}} \beta[\hat{\mathbf{p}} \cdot \mathbf{G}+(\hat{\mathbf{k}} \times \hat{\mathbf{p}}) \cdot(\hat{\mathbf{R}} \times \mathbf{G})]\} \cdot d \mathbf{A}(\hat{\mathbf{R}}) \\
& =S_{0} b[\operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}}) \hat{\mathbf{k}}-\hat{\mathbf{v}} \beta \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}})] \cdot \mathbf{k} \\
& =S_{0} b \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}})(1-\hat{\mathbf{v}} \cdot \hat{\mathbf{k}}) \tag{95}
\end{align*}
$$

which, since $\hat{\mathbf{p}} \cdot G(\hat{\mathbf{k}})=\hat{\mathbf{p}}^{\prime} \cdot g\left(\hat{\mathbf{k}}^{\prime}\right)$ is the same as in (71) and (75).

The same development carries over for the force. Thus the original procedure (39)-(41) for $F^{\prime}$ in $\Sigma^{\prime}$, based on $\nabla^{\prime} \cdot \mathbf{M}^{\prime}=0$ in $V^{\prime}$, applies in $\Sigma$ to $F$ of (47), since by $(53), \nabla \cdot(\overline{\mathbf{M}}-\mathrm{vN})=0$ in $V$. Thus,

$$
\begin{align*}
\mathbf{F}=-\int(\tilde{\mathbf{M}}-\mathbf{N v}) \cdot d \boldsymbol{Q} & =W_{0} \boldsymbol{\sigma} \\
& =-\mathbf{F}_{I}-\mathbf{F}_{R}=\mathbf{F}_{T}-\mathbf{F}_{R} \tag{96}
\end{align*}
$$

with corresponding cross sections given by $\mathbf{F} / W_{0}$. In terms of $\tilde{\mathbf{M}}_{S}$ of (88) and $\mathbf{N}_{S}$ of (85)

$$
\begin{array}{r}
\mathbf{F}_{R}=\int\left(\tilde{\mathbf{M}}_{s}-\mathbf{N}_{s} \mathbf{v}\right) \cdot d \mathbf{Q}=\int\left(\tilde{\mathbf{M}}_{s}-\mathbf{N}_{s} \mathbf{v}\right) \cdot d \mathbf{A} \\
=W_{0} \int \frac{p_{s}^{2}\left|g\left(\hat{\mathbf{r}}^{\prime}\right)\right|^{2}}{k^{2} r^{\prime 2}}(\hat{\mathbf{R}} \hat{\mathbf{R}}-\beta \hat{\mathbf{R}} \hat{\mathbf{v}}) \cdot d \mathbf{A} \tag{97}
\end{array}
$$

and proceeding as for (92) we obtain

$$
\begin{align*}
\mathbf{F}_{R} & =\left(W_{0} / k^{2}\right) \int|\mathbf{g}|^{2} p_{s}^{2} \widehat{\mathbf{R}}(\hat{\mathbf{R}}-\beta \hat{\mathbf{v}}) \cdot \hat{\mathbf{R}} d \Omega\left(\hat{\mathbf{r}^{\prime}}\right) \\
& =\left(W_{0} / k^{2}\right) \int|\mathbf{g}|^{2} p_{s}^{2} \widehat{\mathbf{R}}(1-\beta \cos \Theta) d \Omega\left(\hat{\mathbf{r}^{\prime}}\right) \\
& \left.=W_{0} \sigma_{R} 《 \hat{\mathbf{R}}\right\rangle \tag{98}
\end{align*}
$$

as in (69) and (78). Similarly, in terms of (89) and (86),

$$
\begin{align*}
\mathbf{F}_{I}= & \int\left(\tilde{\mathbf{M}}_{I}-\mathbf{N}_{I} \mathbf{v}\right) \cdot d \mathbf{A} \\
& =\operatorname{Re} \int D e^{i k R^{-i \mathbf{k} \mathbf{R}}}\left[\mathbf{S}_{I a} \hat{\mathbf{R}}-\beta \mathbf{S}_{I a} \hat{\mathbf{v}}\right] \cdot d \mathbf{A}(\hat{\mathbf{R}}) / c \\
& =W_{0} b \hat{\mathbf{k}} \operatorname{Re} \hat{\mathbf{p}} \cdot \mathbf{G}(\hat{\mathbf{k}})(\hat{\mathbf{k}}-\hat{\beta \mathbf{\mathbf { V }}}) \cdot \hat{\mathbf{k}} \\
& =W_{0} b(1-\beta \cos \alpha) \operatorname{Re} \hat{\mathbf{p}} \cdot G(\hat{\mathbf{k}}) \hat{\mathbf{k}} \tag{99}
\end{align*}
$$

as in (72) and (79).
The present results also apply to arbitrary cylinders and slabs in terms of the representations
for the fields given in the earlier paper ${ }^{1}$ (which includes $\Delta P_{R}$ and $\Delta P_{S}$ for the three sets of scatterers) with $\pi /$ equal to ( $1 / 2 \pi$ ) $\int d \theta^{\prime}$ for the cylinder, and to the mean of the forward space and back space values for the slab. For the cylin-
der, we use $D_{2}=\left(2 / \pi k^{\prime} r^{\prime}\right)^{1 / 2} e^{-i \pi / 4}, b_{2}=4 / k^{\prime} ;$ and for the slab $D_{1}=1, b_{1}=2$. Although $U$ for the cylinder is not periodic in $R$, $t$, its complete asymptotic expansion has period $T_{s}$, so that the essentials of the present development carry over.
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## II. SPACES OF POTENTIALS

We deal in the present papers with potentials which are spherically symmetric and which are $L^{1}$ over any closed finite subinterval of $[0, \infty)$ which excludes the origin. We thus do allow for singular behavior at $r=0$. One might allow for non $-L^{1}$ singularities at finite nonvanishing $r$, but they are not of sufficient interest though certain aspects are touched upon in an accompanying paper. The potentials are assumed to be point functions as distinguished from distributions, though such genera-
lization is presumably possible, and in fact the limit as $\delta$-function potentials are approached will be considered in the following paper. In practice we shall have piecewise continuous potentials in mind.

We shall be interested in a number of classes of potentials in what follows. The class $L^{1}$ is the familiarly defined class of potentials $V(r)$ for which

$$
\begin{equation*}
\zeta[V] \equiv \int_{0}^{\infty} d r|V(r)|<\infty \tag{1}
\end{equation*}
$$

which quantity we call the " $L^{1}$ norm" of the potential. The class $L_{+}^{(1)}$ consists of potentials $V(r)$ such that

$$
\begin{equation*}
\omega_{B}[V] \equiv \int_{0}^{\infty} \frac{d r r|V(r)|}{1+\beta r}<\infty \tag{2}
\end{equation*}
$$

for some fixed positive $\beta$. The validity of Eq. (2) for one positive value of $\beta$ implies its validity for all positive $\beta$. This integral will be termed the " $L_{+}^{(1)}$ norm" of the potential ( $\beta$ dependence suppressed). Two special cases are of interest, $\beta=k$ ( $k^{2}$ is the energy) and $\beta=0$. The latter class will be termed the "L $L$ (1) class" and corresponds to potentials with finite first moment, i.e.,

$$
\begin{equation*}
\mathrm{X} \equiv \mathrm{X}[V] \equiv \int_{0}^{\infty} d r r|V(r)|<\infty . \tag{3}
\end{equation*}
$$

$\chi[V]$ is termed the $L^{(1)}$ norm of $V(r)$. If

$$
\begin{equation*}
\tau \equiv \tau[V] \equiv \int_{0}^{\infty} d r|V(r)|^{1 / 2}<\infty \tag{4}
\end{equation*}
$$

$V(r)$ will be said to belong to the class $L^{(1 / 2)}$ and the quantity $\tau$ is the $L^{(1 / 2)}$ norm of $V(r)$. We define the class $\vec{L}(1 / 2)$ of potentials $V(r)$ to be those for which there is a $\bar{V}(r)$, such that
(i) $|V(r)| \leqslant \bar{V}(r)$,
(ii) $\bar{V}(r+a) \leqslant \bar{V}(r)$ for any $a \geqslant 0$,
(iii) $\int d r|\vec{V}(r)|^{1 / 2}<\infty$.
[In what follows, $\bar{V}(r)$ will always denote an appropriate bounding potential corresponding to an $L^{1 / 2}$ potential $V(r)$ for which (i), (ii), and (iii) are true.] We also introduce the notation which we exemplify for the $L^{(1)}$ norm

$$
\mathrm{x}[V]_{a}^{b} \equiv \int_{a}^{b} d r r|V(r)|
$$

so that $\chi[V] \equiv \chi[V]_{0}^{\infty}$.
The subsequent paper shows that the $L^{1}, L_{+}^{(1)} L^{(1)}$, and $L^{(1 / 2)}$ norms serve as moduli of continuity, respectively, for the scattering functions in the $L^{1}, L_{+}^{(1)}, L^{(1)}$, and $\bar{L}(1 / 2)$ classes of potentials. The following inclusion relations apply to these classes

$$
\begin{equation*}
\bar{L}(1 / 2) \subset L^{(1)} \subset L_{+}^{(1)}, \quad L^{1} \subset L_{+}^{(1)} . \tag{6}
\end{equation*}
$$

These relations follow from the evident inequalities

$$
\omega_{B}[V]<\chi[V], \quad \omega_{\beta}[V]<(1 / \beta) \zeta[V],
$$

and the inequality valid for $V(r) \in \bar{L}^{1 / 2}$ follows from

$$
\begin{align*}
\chi[V] \equiv & \int_{0}^{\infty} d r r|V(r)|=\int_{0}^{\infty} d x \int_{x}^{\infty} d r|V(r)| \\
& \leqslant \int_{0}^{\infty} d x \int_{x}^{\infty} d r \bar{V}(r) \leqslant \int_{0}^{\infty} d x \bar{V}(x)^{1 / 2} \\
& \times \int_{0}^{\infty} d r \bar{V}(r)^{1 / 2} \equiv \tau^{2}[\bar{V}] \tag{7}
\end{align*}
$$

It should be noted that the norms $\omega_{B}[V], \chi[V]$, and $\tau[V]$ are dimensionless in the units $\hbar=2 m=1$ with $\beta$ of dimensions length ${ }^{-1}$.

## III. BOUNDS ON PHASE SHIFTS

In this paper, we show that these norms serve as moduli of boundedness for their respective classes in the sense that the phase shifts for potentials in each of these classes can be bounded for each $k$ by a quantity which depends on the corresponding norms of these potentials.
An extremely useful tool in the ensuing discussion is the following intuitively obvious comparison lemma. ${ }^{2}$

Comparison lemma: If two potentials $V_{1}(r)$, $V_{2}(r)$ satisfy the ordering relation for all $r$,

$$
V_{1}(r) \geqslant V_{2}(r),
$$

then correspondingly for each real energy $k^{2}$,

$$
-\delta_{1}(k) \geqslant-\delta_{2}(k) .
$$

The conceptual content of this lemma is quite obvious; if one potential is at least as attractive as another everywhere, its phase shift at any energy is at least as great. In this sense we shall speak of the phase shift as a "monotonic functional" of the potential. It therefore suffices in order to establish bounds on the scattering functions to establish them for appropriately stronger potentials. Our interest in particular will be in bounds which are uniform in $k$. Only $S$-wave results are explicitly presented. (See Appendix A for discussion of higher $l$ values.)
We define the respective attractive and repulsive parts $V^{-}(r), V^{+}(r)$ of a potential $V(r)$ by

$$
\begin{equation*}
V^{ \pm}(r)=\frac{1}{2}[V(r) \pm|V(r)|] . \tag{8}
\end{equation*}
$$

Boundedness lemma: (i) If $V(r) \in L^{1}$, its phase shift at any nonzero energy obeys the inequalities ${ }^{2}$

$$
\begin{equation*}
-\left\{k L+\frac{1}{k} \zeta\left[V^{+}\right]_{L}^{\infty}\right\} \leqslant \delta(k) \leqslant \frac{1}{k} \zeta\left[V^{-}\right] . \tag{9}
\end{equation*}
$$

with $L$ arbitrary nonnegative.
(ii) If $V(r) \in L^{(1)}$, its phase shift obeys the inequalities
$-\left\{k L+2 \omega_{k}\left[V^{+}(r)\right]_{L}^{\infty}\right\} \leqslant \delta(k) \leqslant F\left\{\mathrm{X}\left[V^{-}(r)\right]\right\}$,
$-\left\{k L+\chi\left[V^{+}(r)\right]_{L}^{\infty}\right\} \leqslant \delta(k) \leqslant F\left\{\chi\left[\left|V^{-}(r)\right|\right]\right\}$,
for any $L \geqslant 0 . F(x)$ is a specific monotonically increasing function of its argument [see Eq. (28)] which vanishes at $\chi=0$. These bounds are uniform in $k$.
(iii) If $V(r) \in \bar{L}^{(1 / 2)}$, then Eq. (10b) is valid as well as the weaker inequality ( $L$ arbitrary)

$$
\begin{equation*}
-\left\{k L+\tau^{2}[\bar{V}]_{L}^{\infty}\right\} \leqslant \delta(k) \leqslant F^{\{ }\left\{\tau^{2}[V]\right\} \tag{11}
\end{equation*}
$$

Remark: It is clear that, in order to prove this lemma, one must work with expressions for the phase shift which define it by the previously stated convention which resolves the mod- $\pi$ ambiguity. Such relations are provided by Eqs. (13) and (22).

Proof: We first note that the inequality, Eq. (11), applied to $\bar{L}(1 / 2)$ potentials is an immediate consequence of Eq. (10b) for $L^{(1)}$ potentials, in view of Eq. (7). We also remark that the phase shift is finite for all $k$ for all $L(1)$ potentials. For $k=0$ this is a consequence of Levinson's theorem and the Bargmann-Schwinger inequality, Eq. (21a). ${ }^{3}$ For $k \neq 0$, it is a consequence of the existence of the Jost function (see Appendix B) $f(k)$ (identical with the Jost solution at $r=0$ in the $S$-wave case) and the fact that $f(k) \neq 0$ for real $k \neq 0 .{ }^{4}$ The phase shift is merely $\operatorname{Im} \ln f(k)$.
From the comparison lemma, we readily conclude that

$$
\begin{equation*}
\delta\left(k, V^{+}\right) \leqslant \delta(k, V) \leqslant \delta\left(k, V^{-}\right) \tag{12}
\end{equation*}
$$

(in an obvious notation). It suffices in establishing the theorem to prove the upper bound in Eqs. (9) and (10) for a purely attractive potential and the lower bound for a purely repulsive potential.
Let $V(r)$ be a purely repulsive potential, i.e., $V(r) \geqslant 0$. The variable phase equation ${ }^{5}$ specifies the phase shift as

$$
\begin{align*}
\delta(k) & =-\frac{1}{k} \int_{0}^{\infty} d r V(r) \sin ^{2}[k r+\delta(r, k)] \\
& =-\frac{1}{k}\left(\int_{0}^{L}+\int_{L}^{\infty}\right) d r V(r) \sin ^{2}[k r+\delta(r, k)] \\
& \neq \delta_{1}(k)+\delta_{2}(k) \tag{13}
\end{align*}
$$

where $\delta(r, k)$ is the phase shift for the potential truncated beyond $r .{ }^{5}$ For purely repulsive potentials ${ }^{6}$

$$
\begin{equation*}
-k r \leqslant \delta(r, k) \leqslant 0 \tag{14}
\end{equation*}
$$

In particular,

$$
\begin{equation*}
\delta_{1}(k)=\delta(L, k) \geqslant-k L \tag{15}
\end{equation*}
$$

If in $\delta_{2}(k)$ we employ the inequality $|\sin \theta| \leqslant 1$, we immediately find for $L^{1}$ potentials

$$
\begin{equation*}
\delta(k) \geqslant-\left\{k L+\frac{1}{k} \zeta[V]_{L}^{\infty}\right\} \tag{16}
\end{equation*}
$$

One may optimize this with respect to $L$. For $L^{(1)}$ potentials, we employ the alternative inequality

$$
\begin{equation*}
\left|\sin ^{2} \theta\right| \leqslant|\sin \theta| \leqslant 2 \theta /(1+\theta) \tag{17}
\end{equation*}
$$

and one readily finds in view of Eq. (14)

$$
\begin{align*}
\left|\delta_{2}(k)\right| & =\frac{1}{k} \int_{L}^{\infty} d r V(r) \sin ^{2}[k r+\delta(r, k)] \\
& \leqslant 2 \int_{L}^{\infty} \frac{d r r V(r)}{1+k r}  \tag{18}\\
& =2 \omega_{k}[V]_{L}^{\infty}
\end{align*}
$$

Equations (15) and (18) together imply for the purely repulsive case the lower bound in Eq. (10a). The inequality $|\sin \theta|<\theta$ and Eq. (15) give Eq. (10b). By choosing $L=0$, we find a bound uniform in $k$,

$$
\begin{equation*}
\delta(k) \geqslant-\chi\left[V^{+}\right] \tag{19}
\end{equation*}
$$

Through an alternative use of the inequality (17), one readily derives for purely repulsive potentials the inequality

$$
\begin{equation*}
\delta(k) \geqslant-4 k \int_{0}^{\infty} \frac{d r r^{2} V(r)}{(1+k r)^{2}} \tag{20}
\end{equation*}
$$

This inequality has not been emphasized in the lemma as it fails to have any counterpart in the attractive case, since the right-hand side is finite even for some singular potentials. Our object is to indicate the norms which serve as moduli of boundedness.
The bound we find for a purely attractive potential $V(r)$ is not quite as simple. For $k=0$, however, simple expressions are possible in view of Levinson's theorem. If $n_{B}$ denotes the number of bound states supported by the potential, one finds from the Bargmann-Schwinger inequality

$$
\begin{equation*}
\delta(0)=\pi n_{B} \leqslant \pi \int_{0}^{\infty} d r r|V(r)|=\pi_{\mathrm{X}}[V] \tag{21a}
\end{equation*}
$$

for $L^{(1)}$ potentials. For $\bar{L}(1 / 2)$ potentials one can, in fact, go beyond the implications of Eq. (7) by means of the inequality ${ }^{7}$
$\frac{1}{\pi} \delta(0)=n_{B} \leqslant \frac{2}{\pi} \int_{0}^{\infty} d r|\bar{V}(r)|^{1 / 2}=\frac{2}{\pi} \tau[\bar{V}]$.
For $k \neq 0$, the upper bound in Eq. (9) is an immediate consequence of the variable phase equation. For nonzero energies, the proof of Eq. (10) is considerably more complicated. In this case, we show that a choice of radius $g>1$ is possible, which will give $\delta(k,-g|V|)$ a uniform bound in $k$. We proceed from the following expression for the phase shift for a potential ${ }^{8}$

$$
\begin{equation*}
\delta(k)=k \int_{0}^{\infty} d r\left[|f(k, r)|^{-2}-1\right] \tag{22}
\end{equation*}
$$

where $f(k, r)$ is the Jost solution for that potential. We write

$$
\begin{align*}
\delta(k)= & k \int_{C_{+}} d r[|f(k, r)|-2-1] \\
& -k \int_{C_{-}} d r[1-|f(k, r)|-2] \\
\equiv & \delta_{+}(k)-\delta_{-}(k), \tag{23}
\end{align*}
$$

where $C_{+}$is the subset of the positive $r$ axis over which $|f(k, r)| \leqslant 1$ and $C_{-}$is the complementary subset. Clearly $\delta(k) \leqslant \widehat{\delta_{+}}(k)$. An upper bound to $\delta_{+}(k)$ can be found from a lower bound to $|f(k, r)|$. In Appendix B, we establish the upper bound to $|f(k, r)|$,

$$
\begin{equation*}
|f(k, r)| \equiv|f(k, r ; g)| \leqslant \exp \left\{2 g \omega_{k}[V]_{r}^{\infty}\right\} \tag{24}
\end{equation*}
$$

where a coupling constant $g>0$ has been attached to the potential (eventually to take the value unity). (The $g$ dependence will occasionally be suppressed in the notation.) A standard function theoretic result states ${ }^{9}$ that, complementary to the upper bound in Eq. (24), one can find a related lower bound on $|f(k, r)|$ valid in the entire $g$ plane exclusive of certain small neighborhoods of the zeros of $f(k, r)$. We shall use the following form of this result for the case $g=1$, which we prove in Appendix C.

Result: For fixed $k$ and $r$,

$$
\begin{align*}
& |f(k, r ; 1)| \\
& \quad \geqslant \exp \left\{-\frac{2}{9} \pi^{2}\left[\frac{22}{3}+8 \ln \left(32 g^{3} x^{2}\right)\right] \omega_{k}[V]_{r}^{\infty}\right\} \\
& \quad \equiv \exp \left\{-\Lambda \omega_{k}[V]_{r}^{\infty}\right\} \tag{25}
\end{align*}
$$

We find from Eqs. (23) and (25)

$$
\begin{align*}
\delta(k) & \leqslant \delta_{+}(k) \leqslant k \int_{0}^{\infty} d r\left\{\exp \left\{2 \Lambda \omega_{k}[V]_{r}^{\infty}\right\}-1\right\} \\
& =2 k \Lambda \int_{0}^{\infty} \frac{d r r^{2}|V(r)|}{1+k r} \exp \left\{2 \Lambda \omega_{k}[V]_{r}^{\infty}\right\} \\
& \leqslant 2 \times \Lambda \exp (2 \times \Lambda) \tag{26}
\end{align*}
$$

where an integration by parts has been done in Eq. (26). The integrated part vanishes at the upper limit since

$$
\begin{equation*}
\int_{r}^{\infty} \frac{d s s|V(s)|}{1+k s} \leqslant \frac{1}{1+k r} \int_{r}^{\infty} d s s|V(s)|=O\left(\frac{1}{r}\right), \tag{27}
\end{equation*}
$$

which follows from $x[V]<\infty$. The quantity $\omega_{k}[V]$ appearing in Eq. (26) is replaced by $X[V]$ only because a finite $L^{(1)}$ norm is necessary for the integrals to converge. One thus verifies the upper bounds in Eq. (10),

$$
\begin{equation*}
F(\chi)=\chi(\rho+\sigma \ln \chi) \exp [\chi(\rho+\sigma \ln \chi)] \tag{28}
\end{equation*}
$$

with $\rho, \sigma$ defined in Eq. (C17). We note that $F(x)$ is a continuous monotonically increasing function of $X$ which goes to zero as $X \rightarrow 0$.
We note that this proof which was based on the representation of Eq. (22) for the phase shift cannot be repeated for the $S$-wave scattering length which is expressible analogously by ${ }^{10}$

$$
\begin{equation*}
A=\int_{0}^{\infty} d r\left[|f(0, r)|^{-2}-1\right] \tag{29}
\end{equation*}
$$

Indeed the scattering length for attractive potentials is not a bounded functional in any of the norms, as it becomes infinite at every bound state threshold. The argument fails because the scattering length is not a monotonic functional of the potential. Bounds on the scattering length in the purely repulsive case can be inferred from the present approach, but this will be deferred to another treatment.

When the potential becomes singular in the sense that $x[V]_{0}^{\infty}=\infty$ for any $\alpha>0$, the upper bound in Eq. (10) fails to be finite, while the lower bound is generally finite, though it grows unbounded as $k \rightarrow \infty$.

## IV. HIGH-ENERGY BEHAVIOR

The behavior of $\delta(k)$ for large $k$ is described in the following theorem.

Theorem: (i) If, for some $\beta>0, \omega_{B}[V]<\infty$, then $\delta(k) \rightarrow 0$ as $k \rightarrow \infty$.
(ii) If $r^{2} V(r) \rightarrow+\infty$ monotonically as $r \rightarrow 0$ and $\omega_{\mathrm{B}}[V]_{\alpha}^{\infty}<\infty$ for all $\alpha>0$, then $\delta(k) \rightarrow \infty$ as $k \rightarrow \infty$.
(iii) If, for some $\beta>0$,
$\omega_{B}\left[V^{-}\right]<\infty, \quad \omega_{B}\left[V^{+}\right]_{\alpha}^{\infty}<\infty$ for any $\alpha>0$,
then $\delta(k) / k \rightarrow 0$.
Proof: To prove (i), we appeal to the expression for $\delta(k)$ in Eq. (13), in particular, to the decomposition into $\delta_{1}(k)$ and $\delta_{2}(k)$ with $L$ to be specified. We choose an $\epsilon>0 . \delta_{1}(k)$ is the phase shift for the potential $V(r)$ truncated beyond $r=L$. Now $F[\mathrm{x}]$ of the lemma goes to zero continuously as $\chi \rightarrow 0$, and so does $\omega_{B}[V]_{0}^{L}$ as $L \rightarrow 0$. It follows from

$$
\begin{equation*}
\chi[V]_{0}^{L} \leqslant(1+\beta L) \omega[V]_{0}^{L} \tag{31}
\end{equation*}
$$

and the inequalities in Eqs. (10b) and (19) that, through choice of sufficiently small $L$, one can make $\left|\delta_{1}(k)\right|<\frac{1}{2} \epsilon$. For $\delta_{2}(k)$, one can write the inequality

$$
\begin{equation*}
\left|\delta_{2}(k)\right| \leqslant(1 / k)(\beta+1 / L) \omega_{B}[V] \tag{32}
\end{equation*}
$$

which, with $L$ fixed, can be made smaller than $\frac{1}{2} \epsilon$ through choice of sufficiently large $k$. Since $\epsilon$ is arbitrary, one concludes that $\delta(k) \rightarrow 0$ as $k \rightarrow \infty$.
We now consider statement (ii). One considers only $V(r)$ purely repulsive in the neighborhood of $r=0$, as the phase shift for a strongly attractive singular potential is essentially undefined. We again consider the decomposition into $\delta_{1}(k)$ and $\delta_{2}(k)$ of Eq. (13). It has been presumed that within some fixed finite neighborhood of $r=0, r^{2} V(r)$ is positive and monotonically decreasing. Define $r_{2}$ by the condition

$$
\begin{equation*}
r_{l}^{2} V\left(r_{l}\right)=l(l+1) \tag{33}
\end{equation*}
$$

Then $r_{l} \rightarrow 0$ as $l \rightarrow \infty$. In Eq. (13), choose $L=r_{l}$. For fixed $l$,
$\left|\delta_{2}(k)\right| \leqslant \frac{1}{k} \int_{r_{l}}^{\infty} d r|V(r)| \leqslant \frac{1}{k}\left(\beta+\frac{1}{r_{l}}\right) \omega_{B}[V]_{r_{l}}^{\infty}$,
which shows that $\delta_{2}(k) \rightarrow 0$ as $k \rightarrow \infty$. By comparison, one concludes from the monotonicity of $V(r)$ for small $r$ for sufficiently large $l$ that

$$
\begin{equation*}
\delta_{1}(k) \leqslant \delta\left(k ; C_{l}\right), \tag{35}
\end{equation*}
$$

where $\delta\left(k ; C_{l}\right)$ is the phase shift corresponding to

$$
\begin{equation*}
C_{l}(r) \equiv\left[l(l+1) / r^{2}\right] \theta\left(r_{l}-r\right) . \tag{36}
\end{equation*}
$$

$\delta\left(k ; C_{l}\right)$ is expressible by means of the $(l=0)$ variable phase expression in Eq. (13)

$$
\begin{align*}
& \delta\left(k ; C_{l}\right) \\
&=-[l(l+1) / k] \int_{0}^{r_{l}} d r r^{-2} \sin ^{2}[k r+\delta(r, k ; l)] \\
&= {[l(l+1) / k] \int_{0}^{\infty} d r r^{-2} \sin ^{2}[k r+\delta(r, k ; l)] } \\
&+[l(l+1) / k] \int_{r_{l}}^{\infty} d r r^{-2} \sin ^{2}[k r+\delta(r, k ; l)] \\
&=-\frac{1}{2} l \pi+[l(l+1) / k] \int_{r_{l}}^{\infty} d r r^{-2} \\
& \times \sin ^{2}[k r+\delta(r, k ; l)] \tag{37}
\end{align*}
$$

where $\delta(r, k ; l)$ is the variable phase function for the centrifugal potential $l(l+1) r^{-2}$. For fixed $l$, one readily sees that $\delta\left(k ; C_{l}\right) \rightarrow-\frac{1}{2} l \pi$ as $k$ diverges. Since $l$ is arbitrary, one concludes from Eq. (35) that $\delta_{1}(k) \rightarrow-\infty$ as $k \rightarrow \infty$, from which follows the same for $\delta(k)$.
We now prove statement (iii) which is meant to apply to singular potentials, i.e., potentials for which $X[V]=\infty$. It follows by comparison from statement (i) and $\omega_{B}\left[V^{-}\right]<\infty$ that, in fact, $\delta(k) \leqslant$ 0 as $\lim k \rightarrow \infty$. Choose an $\epsilon>0$. Then if $L=\frac{1}{2} \epsilon$,

$$
\delta_{1}(k) / k \geqslant-\frac{1}{2} \epsilon
$$

from Eq. (15). For such an $L$, one can choose $k$ so large that Eq. (18) implies $k^{-1} \delta_{2}(k) \geqslant \frac{1}{2} \epsilon$. The result follows from the arbitrariness of $\epsilon$.

## v. DISCUSSION

The upper bound in Eq. (10) is likely to be generous in view of the simpler form for $k=0$, Eq. (21a), and the known bounds for potentials which have monotonicity properties. ${ }^{11}$ One may speculate in view of Eq. (9), the $k=0$ case and the results for the purely repulsive case, whether an upper bound with only polynomial growth in $\lambda_{\text {is }}$ possible for large $\chi$. One should also note the inequality in Eq. (25) as an inequality on the modulus of the Jost solution, which is useful in later contexts. The boundedness lemma is a vital consideration in the arguments of the following paper.

## APPENDLX A: HIGHER $l$ VALUES

The boundedness lemma and high-energy theorem remain essentially valid for the $l$ th partial phase shift with only minor modification of the reasoning or results. The upper bounds in Eqs. (9) and (10) are only changed by addition of $\frac{1}{2} l \pi$ to the righthand side. The presence of the centrifugal barrier does not change the attractive part of the potential, while the "S-wave phase shift" for $V(r)-l(l+1) r^{-2}$ is $\frac{1}{2} l \pi$ less than the $l$ partial wave phase shift. The lower bound can be studied by a parallel treatment to the $l=0$ case. Again we may take $V(r)$ to be purely repulsive. The variable phase equation for the $l$ th partial phase shift is ${ }^{12}$
$\frac{d \delta_{l}}{d r}(r, k)=-\frac{1}{k} V(r) \hat{D}_{l}^{2}(k r) \sin ^{2}\left[\hat{\delta}_{l}(k r)+\delta_{l}(r, k)\right]$,
where $\hat{D}_{l}(x)$ and $\hat{\delta}_{i}(x)$ are defined in terms of the conventional spherical Bessel functions $j_{l}(x)$ and $n_{l}(x)^{13}$ :

$$
\begin{align*}
& \hat{D}_{l}(x)=x\left[j_{l}^{2}(x)+n_{l}^{2}(x)\right]^{1 / 2} \\
& \hat{\delta}_{l}(x)=\arctan \left[j_{l}(x) / n_{l}(x)\right] \tag{A2}
\end{align*}
$$

$\hat{\delta}_{l}(x)$ is defined for all $x \geqslant 0$ by $\hat{\delta}_{l}(0)=0$ (in the repulsive case) and $\delta_{l}(x)$ continuous. From (A1)

$$
\begin{align*}
\delta_{l}(k)= & -(1 / k) \int_{0}^{\infty} d r V(r) \hat{D}_{l}^{2}(k r) \\
& \times \sin ^{2}\left[\hat{\delta}_{l}(k r)+\delta_{l}(r, k)\right] \\
= & \delta_{l}(L, k)-(1 / k) \int_{L}^{\infty} d r V(r) \hat{D}_{l}^{2}(k r) \\
& \times \sin ^{2}\left[\hat{\delta}_{l}(k r)+\delta_{l}(r, k)\right] . \tag{A3}
\end{align*}
$$

We appeal to a number of relations. For purely repulsive $V(r),{ }^{14}$

$$
\begin{equation*}
0 \leqslant \hat{\delta}_{l}(k r)+\delta_{l}(r, k) \leqslant \hat{\delta}_{l}(k r) \tag{A4}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\delta}_{l}(x) \leqslant x, \quad \hat{D}_{l}^{2}(x) \delta_{l}(x) \leqslant x \tag{A5}
\end{equation*}
$$

which follow from the monotonically decreasing character ${ }^{15}$ of $\widehat{D}_{l}(x), \hat{D}_{l}(\infty)=1$, and the relation ${ }^{16}$

$$
\begin{equation*}
\delta_{l}(x)=\int_{0}^{x} d y \hat{D}_{l}^{-2}(y) \tag{A6}
\end{equation*}
$$

We conclude from Eqs. (A3)-(A5) that, for purely repulsive $V(r)$,

$$
\begin{equation*}
\delta_{l}(k) \geqslant-\left\{\hat{\delta}_{l}(k L)+2 \omega_{k}[V]_{L}^{\infty}\right\}, \tag{A7}
\end{equation*}
$$

which is the appropriate inequality to appear in Eq. (10a) with $V^{+}(r)$ replacing $V(r)$ in the general case. Setting $L=0$, we readily verify the lower bound in Eq. (9). We note the behavior ${ }^{17}$ of $\hat{\delta}_{l}(x)$ for small and large $x$ as

$$
\begin{align*}
& \hat{\delta}_{l}(x) \underset{x \sim 0}{\sim} \frac{x^{2 l+1}}{(2 l+1)!!(2 l-1)!!}  \tag{A8}\\
& \\
& \hat{\delta}_{l}(x) \sim \sim \infty \\
& \sim
\end{align*}
$$

Equation (10b) is proved in the same way to hold with $\hat{\delta}_{l}(k L)$ replacing $k L$. One derives analogously
to Eq. (20) for purely repulsive potentials

$$
\begin{equation*}
\delta_{l}(k) \geqslant-4 \int_{0}^{\infty} d r \frac{r \hat{\delta}_{l}(k r) V(r)}{\left[1+\delta_{l}(k r)\right]^{2}} \tag{A9}
\end{equation*}
$$

The theorem on the high-energy behavior applies to higher partial phase shifts, with essentially no change in the proof.

## APPENDIX B: BOUNDS ON THE JOST SOLUTION

The Jost solution to the $l=0$ partial wave equation

$$
\begin{equation*}
\frac{d^{2}}{d r^{2}} f(k, r)+\left[k^{2}-g V(r)\right] f(k, r)=0 \tag{B1}
\end{equation*}
$$

satisfying the boundary condition for large $r$

$$
f(k, r) \sim e^{-i k r}
$$

also obeys the integral equation ${ }^{18}$
$f(k, r)=e^{-i k r}+g \int_{r}^{\infty} d r^{\prime}\left[\sin k\left(r-r^{\prime}\right) / k\right] V\left(r^{\prime}\right) f\left(k, r^{\prime}\right)$.
This Volterra type integral equation allows the solution by iteration

$$
\begin{align*}
f(k, r)= & e^{-i k r}+\sum_{n=1}^{\infty}\left(\frac{g}{k}\right)^{n} \int_{r}^{\infty} d r_{1} \cdots \\
& \times \int_{r_{n-1}}^{\infty} d r_{n} \sin k\left(r_{n}-r_{n-1}\right) \cdots \\
\sin k\left(r_{2}-\right. & \left.r_{1}\right) \sin k\left(r_{1}-r\right) e^{-i k r_{n}} \cdot \prod_{j=1}^{n} V\left(r_{j}\right) \\
\equiv & \sum_{n=1}^{\infty} g^{n} \phi_{n}(k, r) \tag{B3}
\end{align*}
$$

Bounds are easily derived from this expression. If $V(r) \in L_{+}^{(1 / 2)}$ for $k$ real, one readily finds from the inequality (17)

$$
\begin{align*}
&\left|\phi_{n}(k, r)\right| \leqslant 2^{n} \int_{r}^{\infty} d r_{1} \cdots \int_{r_{n-1}}^{\infty} d r_{n} \Pi \frac{r_{j}\left|V\left(r_{j}\right)\right|}{1+k r_{j}} \\
&=\frac{1}{n!}\left\{2 \omega_{k}[V]_{r}^{\infty}\right\}^{n} \tag{B4}
\end{align*}
$$

which implies

$$
\begin{equation*}
|f(k, r)| \leqslant \exp \left\{2|g| \omega_{k}[V]_{r}^{\infty}\right\} . \tag{B5}
\end{equation*}
$$

From $|\sin \theta| \leqslant \theta$, one immediately deduces that if $V(r) \in L^{(1)}$,

$$
\begin{equation*}
|f(k, r)| \leqslant \exp \left\{|g| \chi[V]_{r}^{\infty}\right\} \tag{B6}
\end{equation*}
$$

Alternatively, ${ }^{19}$ if $V(r) \in \bar{L}^{(1 / 2)}$,
$\left|\phi_{n}(k, r)\right| \leqslant \int_{r}^{\infty} d r_{1} \cdots \int_{r_{n-1}}^{\infty} d r_{n}\left(r_{n}-r_{n-1}\right) \cdots$
$\times\left(r_{2}-r_{1}\right)\left(r_{1}-r\right) \prod_{j=1}^{n}\left|V\left(r_{j}\right)\right|$
$=\int_{r}^{\infty} d x_{1} \int_{x_{1}}^{\infty} d r_{1} \int_{r_{1}}^{\infty} d x_{2} \int_{x_{2}}^{\infty} d r_{2} \cdots$
$\times \int_{x_{n-1}}^{\infty} d x_{n} \int_{x_{n}}^{\infty} d r_{n_{j}} \prod_{j=1}^{n}\left|V\left(r_{j}\right)\right|$

$$
\begin{align*}
\leqslant & \int_{r}^{\infty} d x_{1} \int_{x_{1}}^{\infty} d r_{1} \cdots \int_{x_{n-1}} d x_{n} \\
& \times \int_{x_{n}}^{\infty} d r_{n} \prod_{j=1}^{n}\left|\bar{V}\left(r_{j}\right) \bar{V}\left(x_{j}\right)\right|^{1 / 2} \\
= & \frac{1}{(2 n)!}\left\{r[\bar{V}]_{r}^{\infty}\right\}^{2 n}, \tag{B7}
\end{align*}
$$

so that

$$
\begin{equation*}
|f(k, r)| \leqslant \cosh \left\{|g|^{1 / 2} \tau[\bar{V}]_{r}^{\infty}\right\} \tag{B8}
\end{equation*}
$$

## APPENDIX C: PROOF OF THE INEQUALITY OF

 EQ. (25)We appeal to the representation of $f(k, r ; g)$ as infinite product representation in terms of its zeros (in $g$ ). In general $f(k, r ; g$ ) may have exponential order as high as 1 in $g,{ }^{20}$ and, therefore, $f(k, r ; g)$ would have the infinite product representation

$$
\begin{equation*}
f(k, r ; g)=e^{-i k r} \Pi\left(1-g / g_{n}\right) \tag{C1}
\end{equation*}
$$

The dependence of $g_{n}$ on $k, r$ is suppressed, and the known value of $f(k, r ; 0)$ has been included. Equation (24) implies an inequality ${ }^{21}$ on the number of zeros of $f(k, r ; g)$ within a circle of radius $g$

$$
\begin{equation*}
n(g) \leqslant 4 g \omega_{k}[V]_{r}^{\infty} \equiv 4 g \omega_{k}(r) \tag{C2}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\left|g_{n}\right| \geqslant \frac{n}{4 \omega_{k}(r)^{\circ}} \tag{C3}
\end{equation*}
$$

The $r$ dependence of the $g_{n}$ is frequently suppressed in the notation. We consider ${ }^{22}$

$$
\begin{align*}
& |f(k, r ; g) f(k, r ;-g)| \\
& \quad=\left|\Pi\left(1-\frac{g^{2}}{g_{n}^{2}}\right)\right| \geqslant \Pi\left[1-\frac{g^{2}}{\left.g_{n}\right|^{2}}\right] \equiv \phi(g) . \tag{C4}
\end{align*}
$$

We shall find a lower bound to $\phi(g) . \phi(g)$ of course has its minima at its zeros. Since $\phi(g)$ clearly vanishes at $g=\left|g_{n}\right|$, we exclude each of these points together with a small neighborhood. We surround each point $g=g_{n}(r)$ by a circle of radius

$$
\begin{equation*}
\left|g-g_{n}(r)\right|=2 / 3 n^{2} \tag{C5}
\end{equation*}
$$

and exclude the interior of the circle from the region for which we try to establish a lower bound to $\phi(g)$. The choice of radius of the disc is arbitrary, so long as the sum of the radii of the excluded circles is finite. We denote the $g$-plane with these $r$-dependent circles excluded by $G(r)$. The total diameter of the excluded circles is bounded by

$$
\begin{equation*}
\bar{g} \equiv \frac{4}{3} \sum_{n=1}^{\infty} n^{-2}=\frac{2}{9} \pi^{2}>1 \tag{C6}
\end{equation*}
$$

where Eq. (C3) has been used. We note that $\bar{g}$ as defined in Eq. (C6) serves as a $k$ - and $r$-independent radius, for which for some value of $g \leqslant \bar{g}$, the inequality to be derived will be valid. For $g$ general,

$$
\begin{align*}
\ln |\phi(g)|= & \sum_{n} \ln \left|1-\frac{g^{2}}{\left|g_{n}\right|^{2}}\right| \\
= & \sum_{\left|g_{n}\right|<2 g} \ln \left\lvert\, 1-\frac{g^{2}}{\left|g_{n}\right|^{2} \mid}\right. \\
& +\sum_{\left|g_{n}\right| \geq 2 g} \ln \left|1-\frac{g^{2}}{\left|g_{n}\right|^{2}}\right| \\
\equiv & L_{1}+L_{2} . \tag{C7}
\end{align*}
$$

For $\left|g_{n}\right|<2 g$,

$$
\begin{equation*}
\left|g^{2}-\left|g_{n}\right| 2\right| \geqslant \frac{3}{2}\left|g_{n}\right|\left|g-\left|g_{n}\right|\right| \geqslant\left|g_{n}\right| / n^{2}, \tag{C8}
\end{equation*}
$$

and therefore from Eq. (C3)
$\ln \left|1-\frac{g^{2}}{\left|g_{n}\right|^{2}}\right| \geqslant-\ln \left(n^{2}\left|g_{n}\right|\right) \geqslant-\ln \left(32 g^{3} x^{2}\right)$,
so that

$$
\begin{align*}
L_{1}= & \sum_{\left|g_{n}\right|<2 g} \ln \left\lvert\, 1-\frac{g^{2}}{\left|g_{n}\right|^{2}}\right. \\
& \mid \geqslant-n(2 g) \ln \left(32 g^{3} \chi^{2}\right) \geqslant-8 g \ln \left(32 g^{3} \chi^{2}\right) \omega_{k}(r) \tag{C10}
\end{align*}
$$

By employing the inequality $\ln (1-x) \geqslant-\frac{4}{3} x$ for $x \leqslant \frac{1}{4}$, we find
$L_{2}=\sum_{\left|g_{n}\right|>2 g} \ln \left|1-\frac{g^{2}}{\left|g_{n}\right|^{2}}\right| \geqslant-\frac{4}{3} g^{2} \sum_{\left|g_{n}\right| \geq 2 g} \frac{1}{\left|g_{n}\right| 2}$.
Now from Eq. (C3)
M. FRANK

$$
\begin{align*}
\sum_{\left|g_{n}\right| \geq 2 g} \frac{1}{\left|g_{n}\right| 2} & \leqslant \sum_{n=1}^{\infty} \min \left[\frac{1}{4 g^{2}}, \frac{16 \omega_{k}^{2}(r)}{n^{2}}\right] \\
& =\frac{n(2 g)}{4 g^{2}}+16 \omega_{k}^{2}(r) \sum_{n \geq 8 g \omega_{k}(r)} n^{-2} \\
& <\frac{2 \omega_{k}(r)}{g}+\frac{2 \omega_{k}(r)}{g}=\frac{4 \omega_{k}(r)}{g}, \tag{C12}
\end{align*}
$$

so that

$$
\begin{equation*}
L_{2} \geqslant-\frac{16}{3} g \omega_{k}(r) \tag{C13}
\end{equation*}
$$

and

$$
\begin{equation*}
\ln \phi(g)>-g\left[\frac{16}{3}+8 \ln \left(32 g^{3} x^{2}\right)\right] \omega_{k}(r) \tag{C14}
\end{equation*}
$$

Consequently for any $g$ in $\boldsymbol{G}(r)$ from Eqs. (24), (C4), (C10), and (C14),

$$
\begin{equation*}
|f(k, r ;-g)| \geqslant \exp -g\left[\frac{22}{3}+8 \ln \left(32 g^{3} \chi^{2}\right)\right] \omega_{k}(r) \tag{C15}
\end{equation*}
$$

The quantity on the right is a monotonically decreasing function of $g$. This inequality remains valid if a value of $g$ in $\boldsymbol{G}(\boldsymbol{r})$ is replaced by $\bar{g}$ of Eq. (C6) which is a $k$ and $r$ independent. Thus one obtains the statement of Eq. (25). This leads through the steps in Eqs. (26) and (27) to the form of $F(\mathrm{x})$ presented in Eq. (28)

$$
\begin{equation*}
F(\mathrm{x})=\mathrm{x}(\rho+\sigma \ln \mathrm{x}) \exp [\mathrm{x}(\rho+\sigma \ln \mathrm{x})], \tag{C16}
\end{equation*}
$$

where

$$
\begin{equation*}
\rho=\frac{8}{9} \pi^{2}\left[\frac{11}{3}+12 \ln \left(\pi^{2} / 9\right)+32 \ln 2\right], \sigma=64 \pi^{2} / 9 . \tag{C17}
\end{equation*}
$$

We have not attempted to find the sharpest possible inequalities. We note that $|f(k, r ;-g)| \rightarrow 1$ as $\omega_{k}(r)$ $\rightarrow 0$, as is to be expected.
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#### Abstract

The scalar field due to a bounded source and obeying the wave equation is analyzed. As a result of this a set of rules is derived for solving a class of "wave theories," including electrodynamics and general relativity, by expanding the field in a power series of $c^{-1}$ in null-spherical coordinates. The method is applied for the Maxwell equations to give all the well-known results without the use of Fourier analysis and Bessel functions.


## 1. INTRODUCTION

From the time when general relativity was introduced as a gravitational theory, the problem of expressing explicitly the gravitational field in terms of the source was recognized as a very important one. It is the purpose of this paper to set up a method for solving this problem.

Because of the complexity of the Einstein equations, an exact general solution, as in electrodynamics, does not seem possible. However, we ask for the next best answer: namely, a procedure which will enable us to express the metric tensor $g_{\mu \nu}$ explicitly in terms of the source at any desired accuracy.

Earlier investigations by Bondi, van der Burg, and Metzner ${ }^{1}$ and Newman and Penrose ${ }^{2}$ opened the way for the exact treatment of the far zone of a gravitational field produced by a bounded source. These and other similar works ${ }^{3-6}$ employ characteristic or asymptotically ${ }^{6}$ characteristic hypersurfaces and are based on the possibility of expanding the metric tensor in powers of $r^{-1}$, where $r$ is an appropriately defined parameter which at infinity coincides with the radial coordinate. However, because of the expansion in powers of $r^{-1}$, only the far zone can be studied by this method.
For the near zone, different procedures have been used. Einstein, Infeld, ${ }^{7}$ Hoffman, Fock, ${ }^{8}$ and Chandrasekhar ${ }^{9}$ have given a solution for the field inside and near the source. Also the reaction on the source due to the emission of gravitational waves has been derived by Chandrasekhar and Esposito. ${ }^{10}$ The "near zone" approach assumes an expansion of the field in powers of $c^{-1}$ (or $v / c$ ) and is not valid far from the source because, among other reasons, the metric tensor behaves as $r^{n}(n \geqslant 1)$ at large distances.

Consequently, the problem of uniting the two procedures arises. In that direction, the coupling of the radiation to nonrelativistic sources has been studied by Burke ${ }^{11}$ in the linearized version of general relativity using the method of matched asymptotic expansions. However, this method appears to be rather complicated, and in the author's opinion, it is questionable whether it can be applied effectively for higher approximations.

In this paper, we adopt a different approach to the problem of relating the gravitational field in the far zone to the source. We consider a class (not exactly defined) of "wave theories" with the scalar wave theory, classical electrodynamics, and general relativity among them. Each "wave
theory" consists of a set of field equations, a source function (with one or more components), and a set of boundary conditions. Our objective is to find a set of "rules" for reducing the field equations to a set of linear equations which can be rather easily solved. The rules must be more or less the same for all the wave theories of the class. Hence, they must not depend on the field equations (linear or nonlinear), the source function (charge distribution or energy-momentum tensor), and the boundary conditions.

In Sec. 2 we will discover the rules by examining some properties of the scalar wave equation and its solutions.

In Sec. 3 the new method will be applied to the Maxwell equations to derive all the well-known results (with emphasis on the radiation) without any use of Fourier analysis, Bessel functions, and retarded potentials.
In Sec. 4 we will briefly examine the limitations, if any, of the method, and in Sec. 5 some concluding remarks will be made.
The application of the technique in general relativity, which is the purpose for developing the method, will be done in a future paper.

## 2. THE SCALAR WAVE FIELD

In flat space-time with signature -2 , we consider a one-component field $\psi$ satisfying everywhere the equation

$$
\begin{equation*}
\square \Psi=-4 \pi f(t, \mathbf{r}), \tag{1}
\end{equation*}
$$

where

$$
\begin{equation*}
\square \Psi \equiv b^{\mu \nu} \Psi_{i \mu \nu}, \quad \mu, \nu=0,1,2,3 \tag{2}
\end{equation*}
$$

$b^{\mu \nu}$ is the contravariant metric tensor of the space, $f(t, \mathbf{r})$ a function of the time $t$ and position $\mathbf{r}$ representing a bounded source ( $f=0$ outside an appropriate sphere), and the semicolon denotes covariant differentiation with respect to $b_{\mu \nu}$.
Assuming that

$$
\begin{equation*}
f(t, \mathbf{r})=f(\mathbf{r}) e^{-i \omega t} \tag{3}
\end{equation*}
$$

we have the general solution of Eq. (1) outside the source as a linear combination of

$$
\begin{equation*}
\psi_{l m}=h_{l}(k r) Y_{l m}(\theta, \varphi) e^{-i \omega t} \tag{4}
\end{equation*}
$$

Every $h_{l}(k r)$ contains ${ }^{12}$ a factor $e^{i k r}$ which can be combined with $e^{-i \omega t}$ to give $e^{-i \omega u}$, where $u=$ $t-c^{-1} r$. The remaining part of $h_{l}(k r)$ is a poly-
nomial of $r^{-1}$ with coefficients, which are powers of $c^{-1}$. This is the only place where $c$ appears in $\psi_{l m}$, and consequently, $\psi_{l m}$ is of the form (with the indices $l$ and $m$ omitted)

$$
\begin{equation*}
\psi=\sum_{n} F_{n}(u, \mathbf{r}) c^{-n} \tag{5}
\end{equation*}
$$

Let our space-time be represented by a fourdimensional.manifold M with coordinates ${ }^{13} u, \mathrm{r}$ ( $u$ ranges from $-\infty$ to $+\infty$ and $\mathbf{r}$ stands for $x, y, z$ or $r, \theta, \varphi$ with the appropriate ranges). A oneparameter family of functions on $M, \Psi(u, \mathbf{r} ; c)$, labeled by the parameter $c$, will be called a- $u$-type function if, for fixed $u$ and $\mathbf{r}, \Psi$ is analytic in $c^{-1}$, i.e., if $\Psi$ can be written in the form (5) [with $F_{n}(u, \mathbf{r})$ independent of $\left.c\right]$. A $c$-dependent tensor field on $M$ will be called a $u$-type field if each component of that field (in this coordinate system) is a $u$-type function.

The importance of the " $u$-type function" concept lies in the fact that a $u$-type function can represent time-dependent fields generated by a bounded source, governed by linear or nonlinear equations, and exhibiting radiation phenomena. The simplest scalar outgoing wave $r^{-1} e^{-i \omega u}$ is a $u$-type function. Any solution of the Bessel equation multiplied by $e^{-i \omega t}$ becomes a $u$-type function. In flat-space electrodynamics, let $J^{\mu}$ be a contravariant vector field on $M$ whose components are independent of $c$ in the coordinate system $t, r$. We suppose in addition that $J^{\mu}$ has compact support on each $t=$ const hypersurface and $J^{\mu}{ }_{j \mu}=0$. Then for each $c$, there is a unique retarded'solution of Maxwell's equations with source $J^{\mu}$ and which goes to zero at spatial infinity. This solution is a $u$-type function. Because of the expected similarity between electrodynamics and general relativity, we will assume in Einstein's theory that the gravitational field of a bounded source is a $u$-type function with $u, r, \theta$, and $\varphi$ appropriately ${ }^{1,6}$ generalized.

If we now express the operator $\square$ using coordinates $u, r, \theta$, and $\varphi$ as a power series of $c^{-1}$, then automatically $\square \psi_{l m}$ will be a power series of $c^{-1}$, and since $\square \psi_{l m}=0$, we conclude that the coefficient of $c^{-n}$ of $\square \psi_{l m}$ will be zero for every $n$. The same conclusion could be reached if we had considered $c^{-1}$ as an independent variable instead of a constant. It is important to notice that any sum of $\psi_{l m}$ with respect to $l$ and $m$, and any sum or integral with respect to $\omega$ (in case the source has a discrete or continuous spectrum) are also $u$-type functions. Hence, the solution of (1) outside the source is a u-type function and $c^{-1}$ can be considered as a variable independent of the coordinates or any other parameter of the problem. We now consider the inhomogeneous Eq. (1). Let $f(t, \mathbf{r})$ be given by (3). We also assume that $f(\mathbf{r})$ does not contain $c$. The physically acceptable ( $\sim r^{-1}$ for large $r$ ) exact solution is

$$
\begin{equation*}
\Psi=\sum_{l, m} \psi_{l m} \boldsymbol{Y}_{l m s} \tag{6}
\end{equation*}
$$

where

$$
\begin{align*}
& \psi_{l m}=i k h_{l}(k r) e^{-i \omega t} \int_{0}^{r} r^{\prime 2} j_{l}\left(k r^{\prime}\right) F_{l m}\left(r^{\prime}\right) d r^{k} \\
&+i k j_{l}(k r) e^{-i \omega t} \int_{r}^{\infty} r^{\prime} 2 h_{l}\left(k r^{\prime}\right) F_{l m}\left(r^{\prime}\right) d r^{\prime} \tag{7}
\end{align*}
$$

$$
F_{l m}(r)=\int Y_{l m}^{*} f(\mathbf{r}) d \Omega
$$

The function $\psi_{l m}$ satisfies exactly a differential equation which written in coordinates $u, r, \theta$, and $\varphi$ becomes

$$
\begin{equation*}
\left(L-\frac{1}{c} M\right) \psi_{l m}=-F_{l m} r^{2} e^{-i \omega t} \tag{9}
\end{equation*}
$$

where

$$
\begin{equation*}
L=r^{2} \frac{\partial^{2}}{\partial r^{2}}+2 r \frac{\partial}{\partial r}-l(l+1) \tag{10}
\end{equation*}
$$

and

$$
\begin{equation*}
M=2 r^{2} \frac{\partial^{2}}{\partial u \partial r}+2 r \frac{\partial}{\partial u} \tag{11}
\end{equation*}
$$

In the above, $\psi_{l m}$ is not a $u$-type function. However, we can consider it as a function of $u, r, \theta$, and $\varphi$ and expand it formally in powers of $c^{-1}$. The factor $e^{-i \omega t}$ of the first term of (7) combined with $e^{i k r}$ of $h_{l}(k r)$ will give $e^{-i \omega u}$. The factor $e^{-i \omega t}$ of the second term will be expanded as

$$
\begin{align*}
e^{-i \omega t} & =e^{-i \omega u} \cdot e^{-i k r} \\
& =e^{-i \omega u}\left(1-\frac{i \omega r}{c}-\frac{\omega^{2} r^{2}}{c^{2}} \cdots\right) \tag{12}
\end{align*}
$$

Finally, we expand the Bessel functions $h_{l}(k r)$ and $j_{l}(k r)$ and replace $k$ by $\omega / c$. Keeping only the two first powers of $c^{-1}$, we find

$$
\psi_{l m}=\psi_{i m}^{(0)}+(1 / c) \psi_{l m}^{(1)}+O\left(c^{-2}\right)
$$

where
$\psi_{l m}^{(0)}=\frac{e^{-i \omega u}}{2 l+1}\left[r^{-l-1} \int_{0}^{r} r^{\prime l+2} F_{l m}\left(r^{\prime}\right) d r^{\prime}\right.$

$$
\begin{equation*}
\left.+r^{l} \int_{r}^{\infty} r^{\prime-l+1} F_{l m}\left(r^{\prime}\right) d r^{\prime}\right] \tag{13}
\end{equation*}
$$

and

$$
\begin{align*}
& \psi_{l m}^{(1)}=-\frac{i \omega e^{-i \omega u}}{2 l+1}\left[r^{-l} \int_{0}^{r} r^{\prime l+2} F_{l m}\left(r^{\prime}\right) d r^{\prime}\right. \\
&\left.+r^{l+1} \int_{r}^{\infty} r^{\prime-l+1} F_{l m}\left(r^{\prime}\right) d r^{\prime}\right] \tag{14}
\end{align*}
$$

We now have the $u$-type function $\psi_{l m}^{(0)}+c^{-1} \psi_{l m}^{(1)}$, and multiplying by $L-c^{-1} M$, we find

$$
\begin{align*}
\left(L-\frac{1}{c} M\right)\left(\psi_{l m}^{(0)}+\right. & \left.\frac{1}{c} \psi_{l m}^{(1)}\right) \\
& =-F_{l m}(r) r^{2} e^{-i \omega u}\left(1-\frac{i \omega r}{c}\right) \tag{15}
\end{align*}
$$

But the right-hand side is the first two terms in the expansion of $-F_{l m} r^{2} e^{-i \omega t}$ of (9). This means that, instead of solving (9) exactly, we could expand the source in powers of $c^{-1}$ (in coordinates $u, r, \theta$, $\varphi$ ), and solve the equation

$$
\begin{equation*}
L \psi_{l m}^{(0)}=-F_{l m}(r) r^{2} e^{-i \omega u} \tag{16}
\end{equation*}
$$

to find $\psi_{l m}^{(0)}$, then solve the equation

$$
\begin{equation*}
\boldsymbol{L} \psi_{l m}^{(1)}=M \psi_{l m}^{(0)}+i \omega F_{l m}(r) r^{3} e^{-i \omega u} \tag{17}
\end{equation*}
$$

to find $\psi_{l m}^{(1)}$ and so on.

At this point, we are ready to state the general rules for any wave theory of the considered class:

1. Write down the field equations in nullspherical coordinates ${ }^{13} u, r, \theta$, and $\varphi$ and expand ${ }^{14}$ the source-function in powers of $c^{-1}$.
2. Replace $c^{-1} b y \in$ and consider $\epsilon$ as a variable independent of the coordinates or any other parameter of the problem.
3. Consider the field as a power series of $\epsilon$ and write down the field equations as a sequence of equations for the various coefficients of $\epsilon^{n}$.
4. Solve each set of equations (each member of the sequence) from $n=0$ up to any desired $\epsilon^{n}$.

The approximate solution of the original field equations comes from the expansion of the field in powers of $\epsilon$ by replacing $\epsilon$ with $c^{-1}$. Having the field as a power series of $c^{-1}$, we can expand the coefficient of $c^{-n}$ in a power series of $r^{-1}$. In this respect, the method appears similar to the use of Lienard-Wiechert potentials and, of course, gives the same results as these potentials or any other method in electrodynamics. However, the LienardWiechert potentials are solutions of the linear wave equation in flat space and do not employ expansion in powers of $c^{-1}$. Contrary to the LienardWiechert potentials, the present approach, as stated by the four rules, is suitable for solving nonlinear field equations (the Einstein equations in general relativity).

Comparing now the above rules with those followed by Chandrasekhar, 9,10 we see that there is one essential difference: namely, the coordinate frame. In fact, Chandrasekhar uses coordinates $t, r, \theta$, and $\varphi$ and considers the field as a $t$-type function (defined accordingly as the $u$-type function). In the near zone, $t$ and $u=t-r c^{-1}$ are approximately equal, so the field can be considered to be of $u$-type or $t$-type. Consequently, the new method is expected to give essentially the same results as the E.I.H. and post-Newtonian methods in the near zone. However, in the far zone, $t$ and $u$ are completely different and the field is a $u$-type function. Although this difference seems small, it is enough to make the present method valid at large distances, where the other methods of expansion do not apply and radiation phenomena dominate. The use of $u$ instead of $t$ distinguishes, in a way, two kinds of factors of $c^{-1}$ : one coming from the expansion procedure (which is replaced by $\epsilon$ ) and one which remains hidden in $u$ and generates the retarded effects.

In Sec. 3, we will apply the rules on the Maxwell equations leaving the question of the validity of the approximation for Sec. 4.

## 3. THE ELECTROMAGNETIC FIELD

## A. The Field Equations

The solution of the Maxwell equations using the new method will serve two purposes. First, it will inspire confidence in the new technique since the results can be compared with the known exact solutions. This is not possible in general relativity and there the method has to be trusted. Second, it will raise questions which can be answered rather easily in electrodynamics. Similar questions are expected in general relativity, and it will be better for us to be prepared since at that time our whole attention will be focused on overcoming other difficulties due to nonlinearity, physical interpretation, etc.

We can start from the covariant form of the field equations which contain the field tensor $F_{\mu \nu}$ and apply the rules. However, it is better to start from the equivalent set

$$
\begin{align*}
& \nabla_{t} \cdot \mathbf{E}=4 \pi \rho(t, r, \theta, \varphi)  \tag{18}\\
& \nabla_{t} \times \mathbf{E}=-\frac{1}{c} \frac{\partial \mathbf{B}}{\partial t}  \tag{19}\\
& \nabla_{t} \cdot \mathbf{B}=0  \tag{20}\\
& \nabla_{t} \times \mathbf{B}=\frac{4 \pi}{c} \mathbf{J}(t, r, \theta, \varphi)+\frac{1}{c} \frac{\partial \mathbf{E}}{\partial t} \tag{21}
\end{align*}
$$

where $\nabla_{t}$ is the usual $\nabla$ operator with the understanding that $E$ and $B$ are functions of the four independent variables $t, r, \theta$, and $\varphi$. If we consider $u, r, \theta$, and $\varphi$ as the independent variables, then we must replace

$$
\begin{aligned}
& \frac{\partial}{\partial t} \text { by } \frac{\partial}{\partial u} \\
& \frac{\partial}{\partial r} \text { by }-\frac{1}{c} \frac{\partial}{\partial u}+\frac{\partial}{\partial r}
\end{aligned}
$$

and leave $\partial / \partial \theta$ and $\partial / \partial \varphi$ as they are. These changes send

$$
\nabla_{t} \cdot \mathbf{E} \text { to } \nabla \cdot \mathbf{E}-(1 / c) \hat{r}_{0} \cdot \mathbf{E},{ }_{0}
$$

and

$$
\nabla_{t} \times \mathbf{E} \text { to } \nabla \times \mathbf{E}+(1 / c) \mathbf{E}, 0 \times \hat{r}_{0}
$$

and similarly for $B$. The operator $\nabla$ is given by the usual formula but with $u, r, \theta$, and $\varphi$ being the independent variables for $\mathbf{E}$, and $\hat{\gamma}_{0}$ is the unit vector in the radial direction.

The sources of the field are described by $\rho(t, r, \theta$, $\varphi)$ and $\boldsymbol{J}(t, r, \theta, \varphi)$ which are considered known and do not contain $c$. To expand the source function, we write

$$
\begin{align*}
\rho(t, r, \theta, \varphi)=\rho(u+(r / c), r, \theta, \varphi) & =\rho(u+\epsilon r, r, \theta, \varphi) \\
= & \sum_{n=0}^{\infty} \frac{r^{n} \rho^{(n)}}{n!} \epsilon^{n}, \tag{22}
\end{align*}
$$

where $\rho$ stands for $\rho(u, r, \theta, \varphi)$ [from $\rho(t, r, \theta, \varphi)$ by replacement of $t$ by $u$ ] and $\rho^{(n)}$ the $n$th partial derivative of $\rho$ with respect to $u$. Similarly,

$$
\begin{equation*}
J(t, r, \theta, \varphi)=\sum_{n=0}^{\infty} \frac{r^{n} \mathrm{~J}^{(n)}}{n!} \epsilon^{n} . \tag{23}
\end{equation*}
$$

Obviously, the coefficients of $\epsilon^{n}$ in (22) and (23) do not contain $\in$ (or $c$ ). Field Eqs. (18)-(21) are now

$$
\begin{align*}
& \nabla \cdot \mathbf{E}=4 \pi \sum_{n=0}^{\infty} \frac{r^{n} \rho^{(n)}}{n!}+\epsilon \mathbf{E}, 0_{0} \hat{r}_{0},  \tag{24}\\
& \nabla \times \mathbf{E}=\epsilon \hat{r}_{0} \times \mathbf{E},_{0}-\epsilon \mathbf{B}_{, 0}  \tag{25}\\
& \nabla \cdot \mathbf{B}=\epsilon \mathbf{B}_{, 0}{ }^{\bullet} \hat{r}_{0}  \tag{26}\\
& \nabla \times \mathbf{B}=4 \pi \sum_{n=0}^{\infty} \frac{r^{n} \mathbf{J}^{(n)}}{n!} \epsilon^{n+1}+\epsilon \hat{r}_{0} \times \mathbf{B}_{, 0}+\epsilon \mathbf{E}_{, 0}, \tag{27}
\end{align*}
$$

with commas denoting partial derivatives with respect to $u, r, \theta, \varphi$. This completes the second step. We now assume that

$$
\begin{align*}
& \mathbf{E}=\sum_{n=0}^{\infty} \mathbf{E}_{n} \epsilon^{n},  \tag{28}\\
& \mathbf{B}=\sum_{n=0}^{\infty} \mathbf{B}_{n} \epsilon^{n}, \tag{29}
\end{align*}
$$

and replacing $E$ and $B$ in Eqs. (24)-(27), we have, since $\epsilon$ is an independent variable,

$$
\begin{align*}
& \nabla \cdot \mathrm{E}_{n}=\frac{4 \pi r^{n} \rho^{(n)}}{n!}+\mathrm{E}_{n-1,0} \cdot \hat{r}_{0}  \tag{30}\\
& \boldsymbol{\nabla} \times \mathbf{E}_{n}=\hat{r}_{0} \times \mathbf{E}_{n-1,0}-\mathbf{B}_{n-1,0}  \tag{31}\\
& \nabla \cdot \mathbf{B}_{n}=\mathbf{B}_{n-1,0} \cdot \hat{r}_{0}  \tag{32}\\
& \boldsymbol{\nabla} \times \mathbf{B}_{n}=\frac{4 \pi r^{n-1} \mathrm{~J}(n-1)}{(n-1)!}+\hat{r}_{0} \times \mathbf{B}_{n-1,0}+\mathbf{E}_{n-1,0} \tag{33}
\end{align*}
$$

for $n=0,1,2, \ldots \infty$ (we define $\mathbf{E}_{-1}, \mathbf{B}_{-1}$, and $J^{(-1)}$ to be zero). This is a sequence of equations equivalent to the original field Eqs. (18)-(21). We see that the ( $n-1$ ) th approximation serves as a source (partly) of the $n$th approximation.

Taking the divergence of (33) (with $n$ replaced by $n+1$ ), we easily find that

$$
\begin{equation*}
\rho^{(n+1)}+\nabla \cdot J^{(n)}=0 \tag{34}
\end{equation*}
$$

for $n=0,1, \ldots \infty$. This condition corresponds to the continuity equation.

## B. The Superpotentials

We come now to the fourth step, namely, the solution of Eqs. (30)-(33). As these equations stand, an obvious answer is the following: If we know all the approximations up to and including the ( $n-1$ ) th, then Eqs. (30) and (31) [or Eqs. (32) and (33)] determine uniquely (with the boundary conditions) $\mathbf{E}_{n}$ (or $B_{n}$ ) by specifying its divergence and curl. ${ }^{15}$ However, we can do better than that because of the following theorem.

Theorem 1: There is a sequence of potentials $\Phi_{n}$ and $A_{n}, n=0,1,2 \ldots \infty$, such that

$$
\begin{align*}
& \mathbf{E}_{n}=-\nabla \Phi_{n}+\Phi_{n-1,0} \hat{r}_{0}-\mathbf{A}_{n-1,0}  \tag{35}\\
& \mathbf{B}_{n}=\nabla \times \mathbf{A}_{n}+\mathbf{A}_{n-1,0} \times \hat{r}_{0} \tag{36}
\end{align*}
$$

(we define $\Phi_{-1}$ and $A_{-1}$ to be zero).
Proof: We will prove the theorem by induction. In the zeroth approximation, $n=0$, Eqs. (30)-(33) reduce to

$$
\begin{align*}
& \boldsymbol{\nabla} \cdot \mathbf{E}_{0}=4 \pi \rho  \tag{37}\\
& \nabla \times \mathbf{E}_{0}=0  \tag{38}\\
& \nabla \cdot \mathbf{B}_{0}=0  \tag{39}\\
& \nabla \times \mathbf{B}_{0}=0 \tag{40}
\end{align*}
$$

with physically acceptable solution (falling off as $r^{-1}$ for large $r$ )

$$
\begin{align*}
& \mathbf{E}_{0}=-\nabla \Phi_{0}  \tag{41}\\
& \mathbf{B}_{0}=0 \tag{42}
\end{align*}
$$

where ${ }^{16}$

$$
\begin{equation*}
\Phi_{0}=\int \frac{\rho\left(u, r^{\prime}, \theta^{\prime}, \varphi^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \tag{43}
\end{equation*}
$$

Obviously, Eqs. (41) and (42) can be derived from (35) and (36) with $\Phi_{0}$ given as above and $\mathbf{A}_{0}=0$.

Hence, the theorem holds for $n=0$.
We assume that it holds for a specific $n$, namely, that Eqs. (35) and (36) are true for a fixed $n$. We have
$\hat{r}_{0} \times \mathbf{E}_{n, 0}-\mathbf{B}_{n, 0}=-\hat{r}_{0} \times \nabla \Phi_{n, 0}-\nabla \times \mathbf{A}_{n, 0}$

$$
\begin{equation*}
=\nabla \times\left[\Phi_{n, 0} \hat{r}_{0}-\mathbf{A}_{n, 0}\right] \tag{44}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{B}_{n, 0} \cdot \hat{r}_{0}=\hat{r}_{0} \cdot \boldsymbol{\nabla} \times \mathbf{A}_{n, 0}=\nabla \cdot\left(\mathbf{A}_{n, 0} \times \hat{r}_{0}\right) \tag{45}
\end{equation*}
$$

Hence, the equations resulting from (31) and (32) with replacement of $n$ by $n+1$ will be satisfied whatever the choice of $\Phi_{n+1}$ and $A_{n+1}$ is. Hence, $\Phi_{n+1}$ and $\mathbf{A}_{n+1}$ must be chosen so that $E_{n+1}$ and $B_{n+1}$ satisfy Eqs. (30) and (33) after replacing $n+1$. This means that $\Phi_{n+1}$ and $A_{n+1}$ must obey the equations

$$
\begin{align*}
& \nabla^{2} \Phi_{n+1}=-\frac{4 \pi r^{n+1} \rho(n+1)}{(n+1)!}+2 \Phi_{n, 01}+2 \frac{\Phi_{n, 0}}{r} \\
&  \tag{46}\\
& \text { and } \quad-\Phi_{n-1,00}-\nabla \cdot A_{n, 0}+A_{n-1,00} \cdot \hat{r}_{0}
\end{align*}
$$

$$
\begin{align*}
\boldsymbol{\nabla} \times & \left(\nabla \times \mathbf{A}_{n+1}\right)=+\frac{4 \pi r^{n} \mathrm{~J}^{(n)}}{n!}-2 \mathbf{A}_{n, 01}-\frac{2 \mathbf{A}_{n, 0}}{r} \\
& +\left(\nabla \cdot \mathbf{A}_{n, 0}\right) \hat{r}_{0}+\nabla\left(\hat{r}_{0} \cdot \mathbf{A}_{n, 0}\right) \\
& -\left(\mathbf{A}_{n-1,00} \cdot \hat{r}_{0}\right) \hat{r}_{0}-\nabla \Phi_{n, 0}+\Phi_{n-1,00} \hat{r}_{0} . \tag{47}
\end{align*}
$$

These equations have always a solution; so this completes the theorem.
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Equations (46) and (47) do not specify uniquely $\Phi_{n+1}$ and $\mathbf{A}_{n+1}$. In what follows we assume the gauge condition

$$
\begin{equation*}
\nabla \cdot \mathbf{A}_{n}-\mathbf{A}_{n-1,0} \cdot \hat{r}_{0}+\Phi_{n-1,0}=0 \tag{48}
\end{equation*}
$$

and we ask from $\Phi_{n}$ and $A_{n}$ to fall off as $r^{-1}$ at infinity. Because of (48), Eqs. (46) and (47) reduce to (replacing $n+1$ by $n$ )

$$
\begin{equation*}
\nabla^{2} \Phi_{n}=-\frac{4 \pi r^{n} \rho^{(n)}}{n!}+2 \frac{\Phi_{n-1,0}}{r}+2 \Phi_{n-1,01} \tag{49}
\end{equation*}
$$

and

$$
\begin{equation*}
\nabla^{2} \mathbf{A}_{n}=-\frac{4 \pi r^{n-1} J(n-1)}{(n-1)!}+2 \frac{A_{n-1,0}}{r}+2 \mathbf{A}_{n-1,01} \tag{50}
\end{equation*}
$$

The above introduced potentials are nothing else than the expansions of the usual $\Phi$ and A. Equation (48) corresponds to the Lorentz gauge. In this gauge $\Phi_{n}$ and $A_{n}$ are uniquely ${ }^{17}$ determined as the solutions of Eqs. (49) and (50) which have continuous second derivatives and fall off as $r^{-1}$ for large $r$. We will call $\Phi_{n}$ and $A_{n}$ superpotentials because $\Phi_{n-1}$ and $A_{n-1}$ contribute as sources to $\Phi_{n}$ and $A_{n}$, as the case is for the superpotentials of the Newtonian gravitational theory introduced by Chandrasekhar and Lebovitz. ${ }^{18}$ There is, however, an essential difference. Although $\Phi_{n-1}$ and $A_{n-1}$ are in general of order $r^{-1}$ for large $r$, the combinations $r^{-1} \Phi_{n-1,0}+\Phi_{n-1,01}$ and $r^{-1} \mathbf{A}_{n-1,0}$ $+\mathbf{A}_{n-1,01}$ are such that the right-hand sides of (49) and ( 50 ) are of order $r^{-3}$. And exactly because of this, a solution $\Phi_{n}=\theta\left(r^{-1}\right), \mathbf{A}_{n}=\theta\left(r^{-1}\right)$ exists, contrary to the superpotentials of Chandrasekhar and Lebovitz.
At this point, it appears that determination of $\mathbf{E}_{n}$, $\mathbf{B}_{n}, \Phi_{n}$, and $\mathbf{A}_{n}$ requires solution of all the approximations from $n=0$ up to $n$ and calculation of integrals over all space. However, the following theorem simplifies the situation.

Theorem 2: If $\Phi_{n}$ and $\mathbf{A}_{n}$ satisfy everywhere Eqs. (49) and (50), respectively, and are twice continuously differentiable and are of order $r^{-1}$ as $r \rightarrow \infty$, then

$$
\begin{equation*}
\Phi_{n}=\frac{1}{n!} \int \rho^{(n)} \frac{\left(r-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{n}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}_{n}=\frac{1}{(n-1)!} \int \mathrm{J}^{(n-1)} \frac{\left(r-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{n-1}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \tag{52}
\end{equation*}
$$

for $n=0,1,2, \ldots \infty$.
Proof: We can verify by direct substitution (after some calculations) that $\Phi_{n}$ and $A_{n}$, as given by (51) and (52), satisfy (49) and (50). Since the solutions of these equations are unique under the assumptions of Theorem 2, 17 Eqs. (51) and (52) give just these solutions. ${ }^{19}$
This theorem enables us to calculate the superpotentials for a fixed $n$ directly from the source function. Then $\mathrm{E}_{n}$ and $\mathrm{B}_{n}$ can be derived from Eqs. (35) and (36).

## C. The Radiation Zone

Far from the source, we can expand the field in powers of $r^{-1}$ and write

$$
\begin{equation*}
X_{n}=X_{n}^{1} r^{-1}+O\left(r^{-2}\right) \tag{53}
\end{equation*}
$$

where $X_{n}$ stands for $\mathrm{E}_{n}, \mathbf{B}_{n}, \Phi_{n}$, or $\mathbf{A}_{n}$. Since $\nabla$ actting on $X_{n}$ always gives terms of order $r^{-2}$, we have from (48)

$$
\begin{equation*}
\mathbf{A}_{n-1,0} \cdot \hat{r}_{0}-\Phi_{n-1,0}=\theta\left(r^{-2}\right), \tag{54}
\end{equation*}
$$

and from (35) and (36), we conclude that

$$
\begin{align*}
& \mathbf{E}_{n}^{1}=\left(\mathbf{A}_{n-1,0}^{1} \times \hat{r}_{0}\right) \times \hat{r}_{0}  \tag{55}\\
& \mathbf{B}_{n}^{1}=\mathbf{A}_{n-1,0}^{1} \times \hat{r}_{0} . \tag{56}
\end{align*}
$$

Since $A_{0}^{1}=0, E_{n}^{1}$ and $B_{n}^{1}$ can be nonzero only for $n \geqslant 2$.

Calling

$$
\begin{equation*}
\left.\cos \gamma=\hat{r}_{0} \cdot \hat{r}_{0}^{\prime}\right\lrcorner \tag{57}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{\left(r-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{n}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}=\frac{r^{\prime n} \cos ^{n} \gamma}{r}+\theta\left(\frac{1}{r^{2}}\right) \tag{58}
\end{equation*}
$$

and from (52),

$$
\begin{equation*}
\mathbf{A}_{n}^{1}=\frac{1}{(n-1)!} \int \mathrm{J}^{(n-1)}{r^{\prime} n-1}_{\cos ^{n-1} \gamma d V^{\prime}} \tag{59}
\end{equation*}
$$

Using the addition theorem for spherical harmonics, we get

$$
\begin{equation*}
\cos ^{n} \gamma=\sum_{l, m} \frac{4 \pi c_{l}^{n}}{2 l+1} Y_{l m}^{*}\left(\theta^{\prime}, \varphi^{\prime}\right) Y_{l m}(\theta, \varphi) \tag{60}
\end{equation*}
$$

where ${ }^{20}$

$$
\begin{equation*}
c_{l}^{n}=(2 l+1) n!/(n-l)!!(n+l+1)!! \tag{61}
\end{equation*}
$$

for $n-l$ even nonnegative and otherwise zero.
Combining (59) and (60), we find $\mathbf{A}_{n}$ in the radiation zone to be

$$
\begin{align*}
\mathbf{A}_{n}^{1}=\frac{4 \pi}{(n-1)!} & \sum_{l, m} \frac{c_{l}^{n-1}}{2 l+1} Y_{l m}(\theta, \varphi) \\
& \cdot \int r^{\prime n-1} \mathbf{J}^{(n-1)} Y_{l m}^{*}\left(\theta^{\prime}, \varphi^{\prime}\right) d V^{\prime} \tag{62}
\end{align*}
$$

The above expression for $A_{n}^{1}$ and Eqs. (55) and (56) determine completely the radiation field in terms of the source.
For $n=2$ a detailed calculation gives
$\underset{\text { where }}{\mathbf{B}_{2}^{1}}=\mathbf{D}$,oo $\times \hat{r}_{0}$,

$$
\begin{equation*}
\mathbf{D}=\int \mathbf{r}^{\prime} \rho d V^{\prime} \tag{63}
\end{equation*}
$$

in other words, we have the dipole radiation.
For $n=3$ we have

$$
\begin{equation*}
\mathbf{B}_{3}^{1}=\left(\mathbf{m}, 00 \times \hat{r}_{0}\right) \times \hat{r}_{0}-(1 / 6) \hat{r}_{0} \times \mathbf{Q}, 000 \tag{65}
\end{equation*}
$$

where the vector $Q$ has components along the $x, y, z$ axes ${ }^{21}$

$$
\begin{align*}
& Q_{\alpha}=\sum_{B} Q_{\alpha \beta} \cdot\left(\hat{r}_{0}\right)_{\beta}, \quad \alpha, \beta=1,2,3,  \tag{66}\\
& Q_{\alpha \beta}=\int\left(3 x_{\alpha} x_{\beta}-r^{2} \delta_{\alpha \beta}\right) \rho d V \tag{67}
\end{align*}
$$

and

$$
\begin{equation*}
\mathbf{m}=\frac{1}{2} \int \mathbf{r}^{\prime} \times \mathrm{J} d V \tag{68}
\end{equation*}
$$

namely, the magnetic dipole and electric quadrupole radiation. ${ }^{22}$

## 4. THE VALIDITY OF THE METHOD

In the E.I.H. and post-Newtonian methods, $7-11$ the expansion in powers of $c^{-1}$ has been based essentially on the assumption of slow motion and not too strong fields. Accordingly, the question is raised here whether there are similar limitations for the present method. Remarkably enough the answer is negative. In other words, there is no limit on how close to the exact solution we can get. Although Eqs. (63) and (65) are the dipole and quadrupole distributions only in the slow motion (wavelength large compared to the dimensions of the source) limit, the higher approximations ( $n>3$ ) will contribute more terms to the dipole and quadrupole radiation, so that at the limit $n \rightarrow \infty$ we have the exact multipoles.
To be more precise, let $\rho(t, r)$ and $\mathrm{J}(t, \mathbf{r})$ represent a bounded source and let the potentials $\Phi(t, r)$ and $\mathrm{A}(t, r)$ of the resulting electromagnetic field be given by the well-known retarded integrals

$$
\begin{equation*}
\Phi(t, \mathbf{r})=\int \frac{\left[\rho\left(t, \mathbf{r}^{\prime}\right)\right]_{\mathrm{ret}}}{\mid \mathbf{r}-\mathbf{r}^{\prime} T} d V^{\prime} \tag{69}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}(t, \mathbf{r})=\frac{1}{c} \int \frac{\left[\mathbf{J}\left(t, \mathbf{r}^{\prime}\right)\right]_{\mathrm{ret}}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \tag{70}
\end{equation*}
$$

This is the usual approach in electrodynamics.
If we follow the method of this paper and calculate $\Phi_{n}$ and $\mathbf{A}_{n}$ from (51) and (52), then

$$
\begin{equation*}
\Phi(t, \mathbf{r})=\sum_{n=0}^{\infty} \Phi_{n} \epsilon^{n} \tag{71}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbf{A}(t, \mathbf{r})=\sum_{n=0}^{\infty} \mathbf{A}_{n} \epsilon^{n} \tag{72}
\end{equation*}
$$

Hence the two series,

$$
\begin{equation*}
\sum_{n=0}^{\infty} \Phi_{n} \epsilon^{n} \text { and } \sum_{n=0}^{\infty} \mathbf{A}_{n} \epsilon^{n} \tag{73}
\end{equation*}
$$

converge at a point ( $t, r$ ) in the same way (uni- (73) formly or otherwise) as the integrals (69) and (70) do (or diverge if the integrals (69) and (70) do so). In other words, the knowledge of $\Phi_{n}$ and $A_{n}$ for all $n$ is equivalent to the knowledge of the retarded potentials. The proof of (71) and (72) is straightforward, i.e.,

$$
\begin{align*}
\sum_{n=0}^{\infty} \Phi_{n} \epsilon^{n} & =\sum_{n=0}^{\infty} \frac{\epsilon^{n}}{n!} \int \rho^{(n)}\left(u, \mathbf{r}^{\prime}\right) \frac{\left(r-\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)^{n}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \\
& =\int \frac{\rho\left(u+\epsilon r-\epsilon\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \\
& =\int \frac{\rho\left(t-c^{-1}\left|\mathbf{r}-\mathbf{r}^{\prime}\right|, \mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime} \\
& =\int \frac{\left[\rho\left(t, \mathbf{r}^{\prime}\right)\right]_{\mathbf{r}} \mathrm{e} t}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d V^{\prime}=\Phi(t, \mathbf{r}) \tag{74}
\end{align*}
$$

and similarly for $\mathbf{A}(t, \mathbf{r})$.
Since the series (73) converge, we can represent $\Phi(t, \mathbf{r})$ and $\mathbf{A}(t, \mathbf{r})$ by taking a finite number of terms in (71) and (72). If we have slow motion ( $v \ll c$ ), the first approximations are enough. If we have large velocities or strong fields, we have to take more terms.
In general relativity, difficulties will arise as a result of the nonlinearity of the original field equations. In fact, we do not expect to have general formulas for any $n$ as in (51) and (52) or theorems similar to the theorems of Sec. 3, and the question of convergence of the expansion cannot be answered rigorously.

## 5. CONCLUSION

From the application of the new method in electrodynamics, it is reasonable to claim at this point that the presented method constitutes an alternative way to the usual procedures in attacking electromagnetic problems. Moreover, it can be said that this method is preferable when a Fourier analysis of the source is difficult or when the usual integrals involving Bessel functions are too complicated compared to those of Eqs. (51) and (52).

Since the method does not depend on the original field equations, we can use it to study the field produced by a bounded source in any theory which predicts wave phenomena in a locally Minkowskian space-time. In the wave theories examined in this paper (scalar waves and electrodynamics), it is perfectly reasonable and proper to specify first the sources and then attempt to solve for the fields. However, such a procedure is inappropriate for general relativity. Fortunately, the application of the introduced method requires only the form of the energy-momentum tensor (as for example for a source of perfect fluid) and not the exact behavior of the source. In this respect, the method is similar to the E.I.H. and post-Newtonian expansions.
In Sec. 3C, we demonstrated the procedure through which the field in the far zone can be related to the source. The expansion in powers of $r^{-1}$ holds only in the far zone and, consequently, must follow the expansion in powers of $c^{-1}$ which holds everywhere. In this respect, the present method provides the studies of the far zone ${ }^{1-6}$ (which employ expansion in powers of $r^{-1}$ only) with the missing part: the tools to calculate the field in the far zone
(the news function, the Newman-Penrose constants, etc.) in terms of the source.
In a future paper, we will use the method in general relativity to relate the gravitational radiation to the source by giving an explicit expression of the news function ${ }^{1}$ in terms of the density, pressure, and other characteristics of the source. This could open the way for the definition of gravita-
tional multipole moments in terms of the source and the physical interpretation of the NewmanPenrose constants.
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It is shown that a variety of equivalent representations for the spin projection coefficient, given in terms of the generalized hypergeometric function with unit argument, ${ }_{3} F_{2}[1]$, can be generated by applying Whipple's theory to the function.

## I. INTRODUCTION

Apparently dissimilar representations for the spin projection coefficient (SPC) were obtained by Sasaki and Ohno ${ }^{1}$ and by Smith. ${ }^{2}$ Equality of these representations was proved by Smith and Harris ${ }^{3}$ by rewriting them in terms of an ${ }_{3} F_{2}$ series, after applying certain identities for binomial coefficients to the Smith representation.
The purpose of this paper is to show in some detail ${ }^{4}$ that an application of the ${ }_{3} F_{2}$ theory developed by Whipple ${ }^{5}$ gives a variety of equivalent ${ }_{3} F_{2}$ forms for SPC such that the equality mentioned above follows directly from the theory.
II. SOME ${ }_{3} F_{2}$ FORMS FOR SPC

The SPC that may be defined by ${ }^{3}$

$$
\begin{align*}
& C_{j}(S, M, n) \\
& \left.=(-1)^{j(2 S}+1\right) \int_{0}^{1}{ }_{2} F_{1}[-S+M, 1+S+M ; z] \\
& \quad \times z^{j}(1-z)^{n-j+M} d z \tag{1}
\end{align*}
$$

can be calculated by expanding the ${ }_{2} F_{1}$ and evaluating the first Eulerian integral that arises there, in the following form:

$$
\begin{align*}
C^{1}= & (-1)^{j} \frac{2 S+1}{n+M+1}\binom{n+M}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-S+M, 1+S+M, j+1 ; 1 \\
1, n+M+2
\end{array}\right] \\
& n-j+M+1>0 \tag{2}
\end{align*}
$$

(the news function, the Newman-Penrose constants, etc.) in terms of the source.
In a future paper, we will use the method in general relativity to relate the gravitational radiation to the source by giving an explicit expression of the news function ${ }^{1}$ in terms of the density, pressure, and other characteristics of the source. This could open the way for the definition of gravita-
tional multipole moments in terms of the source and the physical interpretation of the NewmanPenrose constants.
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It is shown that a variety of equivalent representations for the spin projection coefficient, given in terms of the generalized hypergeometric function with unit argument, ${ }_{3} F_{2}[1]$, can be generated by applying Whipple's theory to the function.

## I. INTRODUCTION

Apparently dissimilar representations for the spin projection coefficient (SPC) were obtained by Sasaki and Ohno ${ }^{1}$ and by Smith. ${ }^{2}$ Equality of these representations was proved by Smith and Harris ${ }^{3}$ by rewriting them in terms of an ${ }_{3} F_{2}$ series, after applying certain identities for binomial coefficients to the Smith representation.
The purpose of this paper is to show in some detail ${ }^{4}$ that an application of the ${ }_{3} F_{2}$ theory developed by Whipple ${ }^{5}$ gives a variety of equivalent ${ }_{3} F_{2}$ forms for SPC such that the equality mentioned above follows directly from the theory.
II. SOME ${ }_{3} F_{2}$ FORMS FOR SPC

The SPC that may be defined by ${ }^{3}$

$$
\begin{align*}
& C_{j}(S, M, n) \\
& \left.=(-1)^{j(2 S}+1\right) \int_{0}^{1}{ }_{2} F_{1}[-S+M, 1+S+M ; z] \\
& \quad \times z^{j}(1-z)^{n-j+M} d z \tag{1}
\end{align*}
$$

can be calculated by expanding the ${ }_{2} F_{1}$ and evaluating the first Eulerian integral that arises there, in the following form:

$$
\begin{align*}
C^{1}= & (-1)^{j} \frac{2 S+1}{n+M+1}\binom{n+M}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-S+M, 1+S+M, j+1 ; 1 \\
1, n+M+2
\end{array}\right] \\
& n-j+M+1>0 \tag{2}
\end{align*}
$$

Our concern in this section is to point out that SPC may be represented by many other forms of ${ }_{3} F_{2}$. Thus, the application to Eq. (1) of the two-term relations

$$
\begin{align*}
{ }_{2} F_{1}[a, b ; c ; z] & =(1-z)^{c-a-b} F_{1}[c-a, c-b ; c ; z]  \tag{3}\\
& =(1-z)^{-a}{ }_{2} F_{1}\left[a, c-b ; c ; \frac{z}{z-1}\right] \tag{4}
\end{align*}
$$

with $a=-S+M, b=1+S+M$, and $c=1$, gives rise, respectively, to ${ }^{6}$

$$
\begin{align*}
& C^{2}=\frac{(-1)^{j}(2 S+1)}{n-M+1}(n-M)^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-S-M, 1+S-M, j+1 ; 1 \\
1, n-M+2
\end{array}\right], \\
& n-j-M+1>0 \text {, }  \tag{5}\\
& C^{3}=\frac{(-1)^{j}(2 S+1)}{n+S+1}\binom{n+S}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-S+M,-S-M, j+1 ; 1 \\
1, j-n-S
\end{array}\right], \\
& n-j+M+1>0 \text {. } \tag{6}
\end{align*}
$$

The re-expressed form of Eq. (6) [Eq. (19) of Ref. 3]

$$
\begin{equation*}
\frac{(-1)^{j}(2 S+1)}{n+S+1} \sum_{k}(-1)^{k}\binom{S-M}{k}\binom{S+M}{k}\binom{n+S}{j+k}_{(7}^{-1} \tag{7}
\end{equation*}
$$

will be referred to here as the Smith representation for SPC. In passing, we note that the symmetry of $C_{j}(S, M, n)$ in $M$ can be made explicit by the use of Eq. (3).
Similarly, the use of three-term relations, ${ }^{7}$ such as

$$
\begin{aligned}
{ }_{2} F_{1}\left[\begin{array}{c}
a, b ; z \\
c
\end{array}\right]= & \frac{\Gamma(c) \Gamma(b-a)}{\Gamma(b) \Gamma(c-a)}(-z)^{-a} \\
& \times{ }_{2} F_{1}\left[\begin{array}{c}
a, 1-c+a ; \frac{1}{z} \\
1-b+a
\end{array}\right]+(a \leftrightarrow b),
\end{aligned}
$$

whose second term on the right-hand side vanishes, leads to

$$
\begin{align*}
C^{4}= & \frac{(-1)^{j+S-M(2 S+1)!(n-j+M)!(S-M+j)!}}{(S+M)!(S-M)!(n+S+1)!} \\
& \times{ }_{3} F_{2}[-S+M,-S+M,-n-S-1 ; 1] \\
& n-j+-j-M+1>0 . \tag{8}
\end{align*}
$$

Further, we note that some other means help us augment the number of ${ }_{3} F_{2}$ forms for SPC. Thus, direct rewriting of Eqs. (22), (26), and (27) of Ref. 3 produces, respectively,

$$
\begin{align*}
C^{5}= & \frac{(S+M)!(n-M)!}{(2 S)!(n-S)!}\binom{S-M}{j}\binom{n-M}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
1+S-M, 1+S-M,-n+S ; 1 \\
1+S-M-j, 2 S+2
\end{array}\right], \\
& S-M-j+1>0, \\
C^{6}= & \frac{(2 S+1)(n+M)!(n-M)!}{(n+S+1)!(n-S)!}\binom{S-M}{j}(n-M)^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
1+S-M,-n+S,-j ; 1 \\
\\
\\
\\
\\
S-M-j-M, 1+S-M-j
\end{array}\right)
\end{align*}
$$

$$
\begin{align*}
C^{7}= & \frac{(-1)^{j}(2 S+1)(n+M)!(n-M)!}{(n+S+1)!(n-S)!} \\
& \times\binom{ n-S}{j}\binom{n+M}{j}^{-1}\binom{n-M}{j}^{-1} \\
& \times{ }_{3} F_{2}\left[\begin{array}{c}
-S-M,-S+M,-j ; 1 \\
1, n-S-j+1
\end{array}\right] \\
& n-S-j+1>0 . \tag{11}
\end{align*}
$$

Also, in general, we may expect to obtain new forms by summing in reverse order ${ }^{8}$ the finite ${ }_{3} F_{2}$ terms in C's found above.
At this point, it is appropriate to rewrite the Sasaki-Ohno representation [Eq. (3.17) of Ref. 1]

$$
\begin{equation*}
\frac{(2 S+1)(S+M)!(n-j-M)!}{(S-M)!} \sum_{k} \frac{(-1) k[\Gamma(S-M+k+1)]^{2}}{k!\Gamma(S-M+k-j+1) \Gamma(n-S-k+1) \Gamma(2 S+k+2)} \tag{12}
\end{equation*}
$$

in terms of a ${ }_{3} F_{2}$, which can readily be found to coincide with $C^{5}$.
In the foregoing, we indicated that the SPC, $C_{j}(S, M, n)$, can be represented by various forms of ${ }_{3} F_{2}$. Their equivalence is evident by retracing the ways through which they were found. Here, let us suppose instead that we are interested in proving the equivalence by regarding them as just given to us without reference to their origins. It can be done by utilizing appropriate two- and three-term ${ }_{3} F_{2}$ relations such as ${ }^{9}$

$$
\begin{align*}
{ }_{3} F_{2} & {\left[\begin{array}{c}
a, b, c ; 1 \\
e, f
\end{array}\right] } \\
& =\frac{\Gamma[f, s]}{\Gamma[f-c, s+c]}{ }_{3} F_{2}\left[\begin{array}{c}
e-a, e-b, c ; 1 \\
e, s+c
\end{array}\right] \tag{13}
\end{align*}
$$

where $\Gamma[a, b, \ldots]=\Gamma[a] \Gamma[b] \cdots$ and $s=e+f-a$ $-b-c$. In proving the equality of a pair of $C^{\prime} s$, we may apply these relations in a variety of ways to obtain many multistep routes that connect the pair. In view of the fact that ${ }_{3} F_{2}$ 's thus obtained are all equivalent to each other, the procedure
may lead to the possibility of finding an increasingly large number of ${ }_{3} F_{2}$ forms for SPC, when combined with the symmetry of $C_{j}(S, M, n)$ in $M$ as mentioned earlier.
Questions then arise as to whether one can make any statement regarding the number of equivalent ${ }_{3} F_{2}$ forms that can represent $C_{j}(S, M, n)$ and also as to a systematic method, if any, by which these forms can be exhausted. A key to the solution of this problem can be found in Whipple's theory for ${ }_{3} F_{2}$ that will be described next.

## III WHIPPLE'S THEORY

In order to systematically study the numerous two- and three-term ${ }_{3} F_{2}$ relations found by Thomae, ${ }^{10}$ such as those mentioned in Ref. 9, Whipple introduced functions $F_{p}$ and $F_{n}$ as follows.
Let $r_{i}, i=0,1, \ldots, 5$, be numbers such that $\sum_{i=0}^{5} r_{i}=0$, and $\alpha$ and $\beta$ are associated with them by $\alpha_{l m n}=\frac{1}{2}+r_{l}+r_{m}+r_{n}$ and $\beta_{m n}=1+r_{m}-r_{n}$. The functions are then defined by
$F_{p}(u ; v, w)=\frac{1}{\Gamma\left(\alpha_{x y z}, \beta_{v u}, \beta_{w u}\right)}{ }^{3} F_{2}\left[\begin{array}{c}\alpha_{v w x}, \alpha_{v w y}, \alpha_{v w z} ; 1 \\ \beta_{v u}, \beta_{v u}\end{array}\right]$,
$F_{n}(u ; v, w)=\frac{1}{\Gamma\left(\alpha_{u v v}, \beta_{u v}, \beta_{u v o}\right)} F_{2}\left[\begin{array}{c}\alpha_{u y z}, \alpha_{u z x}, \alpha_{u x y} ; 1 \\ \beta_{u v}, \beta_{u w}\end{array}\right]$.

Here $\{u, v, w\}$ and $\{x, y, z\}$ are cosets of each other relative to the set $\{i \mid 0 \leq i \leq 5\}$. The $F_{n}$ function is derived from the corresponding $F_{p}$ by changing the signs of all $r$ 's. Through permutation of suffixes $u, v$, and $w$, we can find $60 F_{p}$ 's and 60 $F_{n}{ }^{\text {'s. }}$
If we set $\alpha_{145}=a, \alpha_{245}=b, \alpha_{345}=c, \beta_{40}=e$, $\beta_{50}=f$, and $\alpha_{123}=s$, it can be shown that $F_{p}(0 ; 4,5) \propto{ }_{3} \bar{F}_{2}[a, b, c ; e, f ; 1]$ and all of the $F_{p}{ }^{\prime}$ s and $F_{n}$ 's are expressible in appropriate ${ }_{3} F_{2}$ 's.
Whipple showed that ten of $F_{p}(u ; v, w)$ with the same $u$ are all equal and hence may be denoted $F_{p}(u)$, and similarly for $F_{n}(u)$.
When $c$, say, is a nonpositive integer $-m$, Whipple showed that the following relations obtain:

$$
\begin{align*}
& \Gamma\left(\alpha_{123}, \alpha_{124}, \alpha_{125}\right) F_{p}(0) \\
& \quad=\Gamma\left(\alpha_{023}, \alpha_{024}, \alpha_{025}\right) F_{p}(1) \\
& \quad=\Gamma\left(\alpha_{013}, \alpha_{014}, \alpha_{015}\right) F_{p}(2) \\
& \quad=(-1)^{m} \Gamma\left(\alpha_{123}, \alpha_{023}, \alpha_{013}\right) F_{n}(3) \\
& \quad=(-1)^{m} \Gamma\left(\alpha_{124}, \alpha_{024}, \alpha_{014}\right\rangle F_{n}(4) \\
& \quad=(-1)^{m} \Gamma\left(\alpha_{125}, \alpha_{025}, \alpha_{015}\right) F_{n}(5) . \tag{16}
\end{align*}
$$

This means that altogether 60 of ${ }_{3} F_{2}$ 's in the collection of $F_{p}(0), F_{p}(1), F_{p}(2), F_{n}(3), F_{n}(4)$, and $F_{n}(5)$, called Set I, are mutually proportional. By re-
versing the signs of $r^{\prime} s$ in Eq. (16), we obtain similar relations in which $F_{n}(0), F_{n}(1), F_{n}(2), F_{p}(3)$, $F_{p}(4)$, and $F_{p}(5)$, called Set II, are involved.
Based on Whipple's theory, let us list 120 of the ${ }_{3} F_{2}$ 's, starting with $F_{p}(0 ; 4,5) \propto{ }_{3} F_{2}[a, b, c ; e, f ; 1]$ with $a=1+S+M, b=j+1, c=-S+M, e=$ 1 , and $f=n+M+2$. An inspection of the list reveals that $F_{p}(0 ; 2,4)=F_{p}(4 ; 0,2) \propto C^{2}, F_{p}(0 ; 4,5)$ $=F_{p}(4 ; 0,5) \propto C^{1}, F_{p}(4 ; 0,3)=F_{p}(0 ; 3,4) \propto C^{7}$, $F_{p}(5 ; 0,1)=F_{p}(5 ; 1,4) \propto C^{6}, F_{n}(0 ; 1,4)=F_{n}(4 ; 0,1)$ $\propto C^{3}, F_{n}(1 ; 3,5) \propto C^{5}$, and $F_{n}(3 ; 1,2) \propto C^{4}$.
For these representative $C^{\prime} s$, we observe that ( $i$ ) $C^{1}=C^{2}=C^{7}=F_{p}(0)$, (ii) $C^{1}=C^{3}=C^{4}$ from proportionality of members of Set 1 , and (iii) $C^{3}=$ $C^{5}=C^{6}$ from the corresponding property for Set II. The fact that $C^{1}, C^{2}$, and $C^{7}$ appear concurrently in Sets I and II as $F_{p}(0)$ and $F_{p}(4)$, respectively, for example, leads us to conclude that 120 ${ }_{3} F_{2}$ 's that correspond to the totality of Sets I and II are in fact all proportional to each other.
This shows that one can generate a large number of equivalent ${ }_{3} F_{2}$ forms for SPC by starting from $C^{1}$ that follows directly from Eq. (1). These forms include in particular $C^{5}$ and $C^{3}$ that correspond to the Sasaki-Ohno and the Smith representations, respectively. In the light of Whipple's theory, then, the equivalence of these representations is an immediate consequence of the theory.
Note that the present case of integer values for parameters $a, b, c, e$, and $f$ represents a deviation from the general conditions assumed for the Whipple's theory. A consequence of this is that some of the $120{ }_{3} F_{2}^{\prime}$ 's are degenerate [e.g., $\left.F_{p}(0 ; 2,4)=F_{p}(4 ; 0,2)\right]$ or may not be defined, resulting in reduction of the total number of different ${ }_{3} F_{2}$ forms for SPC.
Finally, we will make two remarks. The first is that each $C$ is valid under a certain condition, such as $n-j+M+1>0$ for $C^{1}$. Equivalence of a pair of $C^{\prime}$ 's implies, then, that it holds in the overlapping portion of the validity region for the two. The second refers to the utility of selecting the most convenient form for actual evaluation of SPC. In particular, selecting one with the form ${ }_{3} F_{2}[0, \ldots ; \ldots ; 1]$ or ${ }_{3} F_{2}[a, \ldots ; a, \ldots ; 1]$, if any, will obviously be desirable. In the latter case, it reduces to a ${ }_{2} F_{1}$ for which Gauss' or Vandermonde's theorem may be available.

## IV. CONCLUSION

It has been shown that numerous equivalent ${ }_{3} F_{2}$ forms for SPC can be generated by the use of Whipple's theory. Included are those corresponding to the Sasaki-Ohno and the Smith representations. It has been shown, therefore, that the equivalence of the two representations is an immediate consequence of Whipple's theory, once they are reexpressed in terms of ${ }_{3} F_{2}$.
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The most remarkable structure of quantum mechanics is described by the Hilbert space, which has been widely studied and developed by both mathematicians and physicists to understand this fundamental structure of the whole theory. In a series of papers, Ludwig ${ }^{1-5}$ introduced, from the physical point of view, an axiomatic system of measurements to characterize the structure of Hilbert space in quantum theory. Instead of observables and states in quantum mechanics, effects and ensembles, which are more general and abstract but still physically interpretable, have been assumed as starting point of the whole theory. From some physically heuristic aspects, a system of axioms of measurements is established in terms of effects and ensembles. ${ }^{1,2}$ Some consequences from this axiomatic system have been investigated,in particular, a similar lattice structure of quantum system has been figured out. 4
In this paper we shall study and formulate Ludwig's axioms in terms of operator algebras, especially, $C^{*}$-algebra and von Neumann algebra, which plays an important role in the algebraic approach of quantum field theory, quantum mechanics, and statistical physics.
Our first task is to investigate the validity of these axioms for operator algebras. We have shown that a concrete $C^{*}$-algebra with identity satisfies the axiom of sensitivity increase of effects if and only if it is a von Neumann algebra; the axiom of decompossability and relationships of effects holds for a von Neumann algebra; and the axiom of the components of the mixture of two ensembles is true only for a finite degree of freedom.
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Indeed, Ludwig's axioms are only restricted in the case of finite-dimensional Hilbert space. Hence, a further development of this theory to the infinitedimensional case will be more interesting. This work may be considered as a tentative approach in this direction.
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of operator algebras in mathematical physics; some of them satisfy Axiom 2, but some of them do not.

## 1. LUDWIG'S AXIOMS OF MEASUREMENT

We give a brief summary of Ludwig's axioms without any specification about their physical backgrounds to which we refer. ${ }^{1,2}$
Let $K$ and $L$ be the sets of ensembles and effects, respectively. A map $\mu$ of $K \times L$ into [0,1] is defined such that

Axiom 1:
(a) $\begin{aligned} & \mu\left(V_{1}, F\right)=\mu\left(V_{2}, F\right) \text { for all } F \in L \text { implies } V_{1} \\ = & V_{2} .\end{aligned}$
(b) $\mu\left(V, F_{1}\right)=\mu\left(V, F_{2}\right)$ for all $V \in K$ implies $F_{1}$ $=F_{2}$.
(c) There exists an element $0 \in L$ such that $\mu(V, 0)=0$ for all $V \in K$.
(d) There exists an element $F$ such that $\mu(V, F)=$ 1 for all $V \in K$.
Let

$$
X(F)=\sum_{i=1}^{n} a_{i} \mu\left(V_{i}, F\right)
$$

for $V_{i} \in K$, with $a_{i} \in R$, then $X$ is a linear functional of $L$. The real vector space generated by all $X$ of $L$ is denoted by $B . K$ is a subset of $B$ by setting $X(F)=\mu(V, F) . B$ is a normed vector space, with a norm defined as

$$
\|X\|=\sup \{|X(F)| ; F \in L\} \quad \text { for all } X \in B
$$

Then $\mu$ can be extended to $B \times L$ by setting $X(F)=$ $\mu(X, F)$. For a fixed $F, \mu(X, F)=X(F)$ can be considered as a linear functional of $B$; hence $L$ can be identified as a subset of the dual space $B^{\prime}$ of $B$. The norm-closed convex hull of $K$ in $B$ is denoted by $\mathcal{K}$, and the norm-closed convex hull of $L$ in $B^{\prime}$ is denoted by $\mathcal{L} . B^{\prime}$ is a partially ordered vector space with positive cone $C=\left\{Y \in B^{\prime}, \mu(V, Y) \geq 0\right.$ for all $V \in \mathcal{X}\}$.
Furthermore, we denote by $L_{0}(k)$ and $K_{0}(\ell)$ the annihilators of $k \subseteq \mathscr{K}$ and $\ell \subseteq \mathscr{L}$, respectively, i.e.,

$$
\begin{aligned}
& L_{0}(k)=\{F \in \mathcal{L} ; \mu(V, F)=0 \text { for all } V \in \ell\} \\
& K_{0}(\ell)=\{V \in \mathbb{K} ; \mu(V, F)=0 \text { for all } F \in \ell\} .
\end{aligned}
$$

In particular, the annihilator of a singleton $\{V\}$ [resp., $\{F\}$ ], is denoted by $L_{0}(V)$ [resp., $\left.K_{0}(F)\right]$. Then the first axiom of measurement can be formulated.

Axiom 2 (the sensitivity increase of effects): For any $F_{1}, F_{2} \in \mathcal{L}$ there exists an effect $F_{3} \in \mathcal{L}$ such that $F_{3} \geq F_{1}, F_{3} \geq F_{2}$, and $K_{0}\left(F_{3}\right) \supseteq K_{0}\left(F_{1}\right)$ $\cap K_{0}\left(F_{2}\right)$.
In Ref. 4 this axiom has been developed, for technical reasons, to an additional part. However, the above portion of this axiom is more interesting for our present study.
Given a nonempty convex subset $M$ of $B^{\prime}$, a nonempty convex subset $S$ of $M$ is called an extremal
set if for $Y_{1}, Y_{2}, Y_{3} \in M, Y_{1}=m Y_{2}+(1-m) Y_{2}$, with $m \in(0,1)$; then $Y_{1} \in S$ implies $Y_{2}, Y_{3} \in S$. For each $V \in \mathcal{K}$ the norm closure of the extremal set generated by $V$ is denoted by $C(V)$. Indeed, $C(V)$ is the smallest norm-closed extremal set containing $V . C(V)$ has its very interesting physical backgrounds. ${ }^{2}$ The next axiom of measurements concerns $C(V)$.

Axiom 3 (decompossability and relationship of effects $)$ : $L_{0}\left(V_{1}\right)=L_{0}\left(V_{2}\right)$ implies $C\left(V_{1}\right)=C\left(V_{2}\right)$ for all $V_{1}, V_{2} \in \mathcal{K}$.
The last axiom of measurements is formulated about the mixture of two ensembles.

Axiom 4 (the components of the mixture of two ensembles): For all $V_{1}, V_{2}, V_{3} \in \mathcal{K}, C\left(V_{1}\right) \cap$ $C\left(V_{2}\right)=\varnothing, C\left(\frac{1}{2} V_{1}+\frac{1}{2} V_{2}\right) \supseteq C\left(V_{3}\right) \neq \varnothing$, and $d\left(V_{1}, V_{2}\right)=1$ implies $C\left(\frac{1}{2} V_{1}+\frac{1}{2} V_{3}\right) \cap C\left(V_{2}\right) \neq \varnothing$ where $d\left(V_{1}, V_{2}\right)=\sup \left\{\left|\mu\left(V_{1}, F\right)-\mu\left(V_{2}, F\right)\right|\right.$; $F \in \mathcal{L}\}$.
One of the most important consequences from these axioms is that each annihilator $L_{0}(k)$ has a unique maximal element $E$, called the decision effect. ${ }^{1}$ The set of all decision effects forms a completed lattice with an orthocomplementation, which is the characteristic structure in quantum mechanics. Moreaver, each $C(V)$ is lattice-theoretically isomorphic to a decision effect $E .{ }^{3}$ Therefore, Axiom 4 can be formulated in a lattice-theoretical version. (In this paper the lattice-theoretical intersection and union will be denoted by $\wedge, \vee$; and $\cap, \cup$ denote the settheoretical intersection and union.)

Axiom 4': $a \wedge b=0, c \leq a \vee b, a \perp c$, and $(a \vee c) \wedge b=0$ implies $c=0$, where $C\left(V_{1}\right)=a$, $C\left(V_{2}\right)=b, C\left(V_{3}\right)=c$, and $d\left(V_{1}, V_{2}\right)=1$ is equivalent to $a \perp c$, i.e., $a$ and $c$ are orthogonal. A detailed discussion of this axiom in lattice form is referred to in Ref. 4.

We shall use this lattice form to study its validity for operator algebras in Sec. 5.
It is easy to verify that Axiom 1 is true for $C^{*}$ algebras and von Neumann algebras whenever $\mathcal{L}$ and $\mathscr{C}$ are properly chosen. Hence, we start to study Axiom 2 in Sec. 2 and other axioms in the subsequent sections.

## 2. AXIOM OF SENSITIVITY INCREASE OF EFFECTS

Given a $C^{*}$-algebra $\mathfrak{A}$ with identity on a Hilbert space $\mathfrak{y}$. Let $\mathfrak{H}^{+}$and $\mathscr{\varkappa}_{1}$ be the positive cone and unit sphere of $\mathfrak{4}$, respectively. The von Neumann algebra generated by $\mathfrak{A}$ will be denoted by $R$.

In this section we assume the set of effects $\mathcal{L}=$ $\mathfrak{U}^{+} \cap \mathfrak{Q}_{1}$, and the set of ensembles $\mathcal{K}$ is the set of vector states of $\mathfrak{\Re}$. Hence, each ensemble $V \in \mathcal{K}$ will be denoted by $\omega$ with $\|\omega\|=1$, and $\omega(F)=$ $(F x, x)$ for $F \in \mathscr{L}$ and $x \in \mathfrak{y}$. As in Sec. $1, L_{0}(\omega)$ [resp., $\left.L_{0}(k)\right]$ denotes the annihilator of $\omega \in \mathscr{K}$ [resp., $k \subseteq \mathcal{K}]$ consisting of all those effects in $£$
which vanish on $\omega$ [resp., each $\omega \in k] . K_{0}(F)$ and $K_{0}(l)$ denote the annihilators of $F \in \mathscr{L}$ and $l \subseteq \mathscr{L}$, respectively.

Axiom 2: For any $F_{1}, F_{2} \in \mathcal{L}$, there exists $F_{3} \in \mathcal{L}$ such that $F_{3} \geq F_{1}, F_{3} \geq F_{2}$, and $K_{0}\left(F_{3}\right) \supseteq$ $K_{0}\left(F_{1}\right) \cap K_{0}\left(F_{2}\right)$.
This axiom has exactly the same form as in Sec. 1; however, $\mathscr{L}$ and $\mathcal{K}$ are now visualized as positive operators of unit sphere and vector state of $\mathfrak{N}$, respectively.
We call that a $C^{*}$-algebra $\mathfrak{A}$ with identity on a Hilbert space $\mathfrak{G}$, satisfies the axiom of sensitivity increase of effects whenever Axiom 2 holds for \&.
The main result of this section is formulated as the following theorem.

Theorem 2.1: A $C^{*}$-algebra $\mathfrak{A}$ with identity on a Hilbert space $\mathfrak{y}$ satisfies the axiom of sensitivity increase of effects if and only if $\mathfrak{A}=\mathfrak{R}$, the von Neumann algebra generated by $\mathbb{A}$.
We need some preliminary lemmas to show the necessary condition of the theorem. The first lemma is an equivalent form of Axiom 2.

Lemma 2.2 (Ludwig): \& satisfies Axiom 2 if and only if $L_{0}(k)$ for $k \subseteq \mathcal{K}$ is a bounded, monotone-increasing directed sequence of $\mathcal{L}$.

Proof (See Ref. 4.).
We shall show that each bounded, monotone-increasing directed sequence of $\mathcal{L}$ appears in this way, whenever Axiom 2 holds for $\mathcal{L}$.

Lemma 2.3: For each $F \in \mathcal{L}, K_{0}(F)$ is nonempty if \& satisfies Axiom 2.

Proof: Suppose that $K_{0}\left(F_{1}\right)=\varnothing$ and $K_{0}\left(F_{2}\right) \neq \varnothing$ for some $F_{1}, F_{2} \in \&$. Then by the given assumption, there exists $F_{3} \in \mathcal{L}$ such that $F_{3} \geq F_{1}$, $F_{3} \geq F_{2}$, and $K_{0}\left(F_{3}\right) \supseteq K_{0}\left(F_{1}\right) \cap K_{0}\left(F_{2}\right)=K_{0}\left(F_{2}\right)$, which implies $F_{3} \leq F_{2}$.

## Lemma 2.4: Let $\mathcal{F}$ be a bounded, monotone-

 increasing sequence of $\mathcal{L}$. If $K_{0}(F) \neq \varnothing$ for each $F \in \mathcal{L}$, then $\mathcal{F} \subseteq L_{0}(k)$ for some nonvoid subset $k$ of $\mathfrak{K}$.Proof: Since $\mathcal{F}$ is bounded, there is an effect $F_{0} \in \mathcal{L}$ such that $F_{0} \geq F$ for all $F \in \mathcal{F}$. Hence $K_{0}^{0}\left(F_{0}\right) \subseteq K_{0}(F)$ for all $F \in \mathcal{F}$. Let $k=K_{0}\left(F_{0}\right)$, which is nonempty by assumption. Then, to each $\omega \in k$ we have $\omega(F)=0$ for all $F \in \mathcal{F}$, because $\omega \in K_{0}(F)$. Hence $\mathfrak{F} \subseteq L_{0}(k)$ for some nonvoid subset $k$ of $\mathcal{K}$.

Lemma 2.5: Let $\mathcal{F}$ be a bounded, monotoneincreasing directed sequence of $\mathcal{L}$. If $\mathcal{F} \subseteq L_{0}(k)$ for some nonvoid $k \subseteq \mathscr{K}$, then the least upper bound (l.u.b.) of $\mathfrak{F}$ lies in $\mathfrak{\Re}$.

Proof: The existence of l.u.b. $F_{0}$ of $\mathcal{F}$ is well known; indeed, $F_{0}$ belongs to the strong-closure of $\mathcal{F}$ (Ref. 7, p. 331). Since $\mathcal{F} \subseteq L_{0}(k), F_{0}$ is also in the strong-closure (hence weak-closure) of $L_{0}(k)$. But, $L_{0}(k)$ is weakly closed, tinerefore $F_{0}$ is in $L_{0}(k)$, and hence in $\because$.
We are now able to prove Theorem 2.1.
Proof of Theorem 2.1: Let $\mathfrak{F}$ be a bounded, monotone-increasing directed sequence of selfadjoint elements of 9 . Without loss of generality, we may assume $\mathcal{F} \subseteq \mathscr{L}$; viz. $0 \leq F \leq I$ for each $F \in \mathcal{F}$.
If we consider $\mathfrak{A}$ is a subset of its double dual $\mathfrak{M}^{* *}$, which is a von Neumann algebra, ${ }^{8}$ then $\mathcal{F}$ converges strongly to its l.u.b. $F_{0}$. Since $\mathfrak{N}$ satisfies the axiom of sensitivity increase of effects, it follows from Lemmas 2.3-2.5 that $F_{0} \in \mathfrak{2}$. Therefore, the strong-limit of $\mathcal{F}$ lies in $\mathfrak{H}$, then $\mathfrak{M}=\Omega$ from Ref. 9 .
Conversely, if $\mathfrak{\mu}=\Omega$, let $F_{1}, F_{2} \in \mathcal{L}$, with corresponding spectral projections $P_{1}, P_{2}$. If we assume that $\omega_{x}\left(F_{1}\right)=0\left[\right.$ resp., $\left.\omega_{y}\left(F_{2}\right)=0\right]$ for each $x \in P_{1} \mathscr{W}^{5}$. (resp., $y \in P_{2} \mathfrak{G}$ ). Let $P \mathfrak{G}=P_{1} \mathfrak{W} \cap P_{2} \mathfrak{h}$, then $P \in \mathfrak{A}$, in fact $P \in \mathcal{L}$, since $P_{1}, P_{2} \in \mathfrak{Z}$ and $P_{1} \wedge P_{2} \in \mathfrak{N}$. Therefore, there exists $F_{3} \in \mathcal{L}$, e.g., $F_{3}=I-P$, such that $F_{3} \geq F_{1}, F_{3} \geq F_{2}$, and $\omega_{x}\left(F_{3}\right)=$ $\omega_{x}\left(F_{2}\right)=\omega_{x}\left(F_{1}\right)=0$ for each $x \in P(y ;$ and the proof of theorem is complete.

## 3. THE LATTICE STRUCTURE OF DECISION EFFECTS

In Sec. 2 we have seen that the annihilator of $\phi \in \mathscr{K}$ (resp., $k \subseteq \mathcal{K}$ ) $L_{0}(\phi)$ [resp., $\left.L_{0}(k)\right]$ is a directed set whenever it satisfies the axiom of sensitivity increase of effects. It has been shown that in each directed set there exists a maximum element, which is called the decision effect. ${ }^{1}$ The set of decision effect has very interesting lattice structures, ${ }^{4}$ which fulfill the basic structures of quantum theory. This is the most attractive aspect in the whole theory of Ludwig's axioms. In this section we shall study decision effects in terms of operator algebra. We shall show that the decision effect is identified to the projection of a von Neumann algebra, and the set of all decision effects has also similar lattice structure which one can expect for a quantum system. At the end of this section we shall show some connection between decision effects and Varadarajan's approach of quantum logic. ${ }^{6}$

From Theorem 2.1, we may consider only the case of von Neumann algebra $Q$. Hence, in this section we assume that the set of effects $\mathcal{L}$ is the positive portion of unit sphere of $\mathcal{R}$, i.e., $\mathcal{L}=$ $\mathbb{R}^{+} \cap \mathbb{R}_{1}$, and the set of ensembles $\mathscr{K}$ is the set of all positive normal states of $\mathcal{R}$, i.e., $\mathcal{K}=\mathbb{R}_{*}^{+} \cap \Omega$, where $\Omega_{*}$ is the predual of $R$, and $\Omega$ the set of all normalized positive linear functional of $R$, for which $\|\phi\|=1$ if $\phi \in \Omega$. We shall use hereafter [ $\mathcal{F T}]$ ] to denote the closure of the set of vectors
$\{T x ; T \in \mathcal{F}, x \in \mathscr{T}\}$, where $\mathcal{F}$ is a family of operators of $\mathcal{R}$ and $\mathscr{T}$ a set of vectors in $\mathfrak{W}$. We denote by this same notation the orthogonal projection on that subspace. As usual way, $\mathbb{B ( G )}$ denotes the set of all bounded operators on $\mathfrak{G}$
As in Sec. 1 , let $L_{0}(k)$ be the annihilator of a subset $k$ of $\mathcal{K}$, i.e., $L_{0}(k)=\{T \in \mathcal{L} ; \phi(T)=0$ for all $\phi \in k\}$; and for a singleton $k=\{\phi\}$, we denote by $L_{0}(\phi)$ the annihilator of $\{\phi\}$.
For each $\phi \in \mathscr{K}$, there is a least projection $E_{\phi} \in \mathcal{L}$, called the support of $\phi$, such that $L_{0}(\phi)=\mathbb{R}\left(I-E_{\phi}\right)$ and $\phi\left(E_{\phi}\right)=\phi(I)=1$ (Ref. 7, p. 61). Let $E=I-E_{\varphi}$, then $E$ is a projection of $\mathcal{R}$, with $\mathfrak{R} E=L_{0}(\phi)$. For any $T \in L_{0}(\phi)$, one has $T=T E$, hence $T^{*}=(T E)^{*}=$ $E T$, thus $T=T E=E T$, which implies $E \geq T$ for all $T \in L_{0}(\phi) .{ }^{10}$ It is easy to see that $E \in L_{0}(\phi)$. Hence, we have verified that there is a maximum element in $L_{0}(\phi)$.

Lemma 3.1: For any $\phi \in \mathcal{K}$, if $E_{\phi}$ is the support of $\phi$, then $E=I-E_{\phi}$ is the maximum element of $L_{0}(\phi)$.
To any arbitrary subset $k$ of $\mathcal{K}$, one also can show the existence of a maximum element in $L_{0}(k)$.

Lemma 3.2: For any subset $k$ of $\mathcal{K}$, there exists a maximum projection $E$ in $L_{0}(k)$.

Proof: We follow a similar proof given in Ref. 7, p. 61. First, we note that $L_{0}(k)$ is ultraweakly closed, since it is weakly clgsed in $Q_{1}$. To each $\phi \in k$, there is $x_{i} \in \mathfrak{G}$, with $\sum_{i=1}^{\infty}\left\|x_{i}\right\| 2<+\infty$, such that $\phi=\sum_{i=1}^{\infty} \omega_{x_{i}}$. Hence, for each $T \in L_{0}(k)$, we have

$$
\begin{aligned}
\phi\left(T^{2}\right)=\sum_{i=1}^{\infty} \omega_{x_{i}}\left(T^{2}\right)=\sum_{i=1}^{\infty} \| & T x_{i}\left\|^{2} \leq \sum_{i=1}^{\infty}\right\| T^{1 / 2} x_{i} \|^{2} \\
& =\sum_{i=1}^{\infty}\left(T x_{i}, x_{i}\right)=\phi(T)=0
\end{aligned}
$$

And, by the Cauchy-Schwartz inequality,

$$
\left|\phi\left(A^{*} T\right)\right|^{2} \leq\left|\phi\left(A^{*} A\right)\right|\left|\phi\left(T^{2}\right)\right|=0
$$

for each $A \in \mathcal{R}, T \in L_{0}(k)$, and $\phi \in k$. Therefore, $L_{0}(k)$ is an ultraweakly closed left ideal of $Q$. Moreover, since $L_{0}(k)$ is self-adjoint $L_{0}(k)$ is also a two-side ideal of $R$. From Ref. 7, p. 45, there exists a projection $E \in \mathcal{R}$ such that $L_{0}(k)=Q E$ and $T=T E=E T$ for $T \in L_{0}(k)$. Hence, $E \geq T$ for all $T \in L_{0}(k) .{ }^{10}$
On the other hand,

$$
L_{0}(k)=\bigcap_{\phi_{i} \in k} L_{0}\left(\phi_{i}\right)
$$

and from Lemma 3.1, $L_{0}\left(\phi_{i}\right)=\Omega E_{i}$, with the maximum element $E_{i} \in L_{0}\left(\phi_{i}\right)$. Hence we have $E=\wedge E_{i}$, where each $E_{i}$ is corresponding to $L_{0}\left(\phi_{i}\right)$ for $\phi_{i} \in k$. Therefore, $E \leq E_{i}$ and $\phi_{i}(E) \leq \phi_{i}\left(E_{q}\right)=0$ for all $\phi_{i} \in k$, which implies that $E \in L_{0}(k)$, and the proof of lemma is complete.

The maximum element in $L_{0}(k)$ is therefore a projection $E$ in $\mathcal{R}$, hence in $\mathcal{L}$. We call $E$ the decision effect, and denote by $\mathcal{G}$ the set of all decision effects. In the rest of this section we shall study some lattice structures of $\mathcal{G}$ which are similar to Ludwig's results. ${ }^{4}$
We note that Lemmas 3.1 and 3.2 are different from Ludwig's results, ${ }^{4}$ because there is no assumption about the axiom of sensitivity increase of effects, which is the main hypothesis for the existence of decision effects in Ludwig's work. Hence for a von Neumann algebra, the annihilators of $k$ or $\{\phi\}$ always have decision effects, even when they are not directed sets.
The next lemma is a characterization of $L_{0}(k)$ for a von Neumann algebra, which is possible only for operator algebras.

Lemma 3.3: Let $L_{0}(k)$ be the annihilator of $k$, with decision effect $E$ for any subset $k$ of $\mathcal{K}$. Then

$$
L_{0}(k)=E \mathscr{L} E
$$

Proof: For each $T \in \mathscr{L}$ and each $\phi \in k$, by Cauchy-Schwartz inequality, we have

$$
\begin{aligned}
&|\phi(E T E)|^{2}=\left|\phi\left((T E)^{*} E\right)\right|^{2} \\
& \leq\left|\phi\left((T E)^{*}(T E)\right)\right|\left|\phi\left(E^{2}\right)\right|=0
\end{aligned}
$$

Then, $\phi(E T E)=0$ for each $\phi \in k$; hence $E T E \in$ $L_{0}(k)$. Conversely, let $T \in L_{0}(k)$, then $T \leq E$, hence $T=T E=E T=E T E$, so that $T \in E \& E$.
Another version of this lemma was given in Ref. 10. However, our proof is different, and we restrict only on $\mathcal{L}$ instead of on the whole positive cone of or.
We are now able to investigate the lattice structures of S. Firstly, we shall show the existence of the least upper bound of any two decision effects, and the orthocomplementation on $\mathcal{S}$.

Lemma 3.4: If $E_{1}$ and $E_{2}$ are two decision effects in S , then $E_{1} \wedge E_{2} \in \mathrm{G}$.

Proof: Let $L_{0}\left(k_{1}\right)\left[\right.$ resp., $\left.L_{0}\left(k_{2}\right)\right]$ be the corresponding annihilators of $E_{1}$ (resp., $E_{2}$ ). Then $E_{1} E_{2}$ $E_{1} \in L_{0}\left(k_{1}\right)$ from Lemma 3.3, and the sequence $\left(E_{1} E_{2} E_{1}\right)^{n}$ converges strongly to $E_{1} \wedge E_{2}$ as $n \rightarrow$ $\infty_{1}{ }^{11}$ Since $L_{0}\left(k_{1}\right)$ is weakly closed, hence strongly closed, then $E_{1} \wedge E_{2} \in L_{0}\left(k_{1}\right)$. Similarly, $\left(E_{2} E_{1}\right.$ $\left.E_{2}\right)^{n}$ converges strongly to $E_{1} \wedge E_{2}$ and $E_{1} \wedge E_{2} \in$ $L_{0}^{2}\left(k_{2}\right)$. Therefore,
$E_{1} \wedge E_{2} \in L_{0}\left(k_{1}\right) \cap L_{0}\left(k_{2}\right)=L_{0}\left(k_{1} \cup k_{2}\right)=L_{0}(k)$,
where $k=k_{1} \cup k_{2}$. Finally, since $E_{1} \geq T$ for all $T \in L_{0}\left(k_{1}\right) \cap L_{0}\left(k_{2}\right)$ and $E_{2} \geq T$ for all $T \in L_{0}\left(k_{1}\right)$ $\cap L_{0}\left(k_{2}\right)$, then $E_{1} \wedge E_{2} \geq T$ for all $T \in L_{0}\left(k_{1}\right)$
$\cap L_{0}\left(k_{2}\right)$ from Ref. 6, p. 164. Therefore $E_{1} \wedge E_{2}$ is the decision effect of $L_{0}(k)=L_{0}\left(k_{1}\right) \cap L_{0}\left(k_{2}\right)$ and $E_{1} \wedge E_{2} \in \mathcal{G}$.

A slight extension of this lemma will be given later to show the completeness of lattice $\mathcal{S}$. In the next lemmas we shall show the orthocomplementation of $\mathcal{G}$. It is well known that the orthocomplement of projection $E$ is $I-E$, hence our next task is to show the following:

Lemma 3:5: If $E$ is a decision effect in $\mathcal{S}$, then $I-E \in$ g.

Proof: Since $E$ is a decision effect, without restriction of generality, we may assume $I-E=E_{\phi}$, the support of some $\phi \in \mathcal{K}$. Then $E_{\phi}=\left[\mathcal{R}^{\prime} x_{i}\right]$ with $\phi=\sum_{i=1}^{\infty} \omega_{x_{i}}$ and $\sum_{i=1}^{\infty}\left\|x_{i}\right\|^{2}=1$ for $x_{i} \in \mathfrak{Y}$. For $y_{i} \in\left(I-E_{\phi}\right) \mathfrak{y}$, we define $\psi=\sum_{i=1}^{\infty} \omega_{y_{i}}$, with $\sum_{i=1}^{\infty}\left\|y_{i}\right\|^{2}=1$; then $\psi(E)=\sum_{i=1}^{\infty}\left(E y_{i}, y_{i}\right)=1$. In fact, $E=\left[R^{\prime} y_{i}\right]$, i.e., $E$ is the support of $\psi$. Hence, $I-E$ is the maximum element of $L_{0}(\psi)$ (Lemma 3.1), and $I-E \in S$.

From Lemmas 3.4 and 3.5 we obtain the following result:

Lemma 3.6: S is a orthocomplemented lattice.
If $E$ and $F$ are two decision effects of $S$, and $E \leq F$, then $F(I-E)=(I-E) F$ and $F \wedge(I-E)=$ $F-E$. Furthermore, $E(F-E)=(F-E) E$. Hence, $E \vee(F \wedge(I-E))=E \vee(F-E)=$ $E+(F-E)-E(F-E)=F$. Therefore, we have verified the following.

Lemma 3.7: § satisfies the orthomodular identity; for $E, F \in \mathcal{S}$

$$
E \leq F \quad \text { implies } \quad F=E(F \wedge(I-E))
$$

The other equivalent forms of orthomodularity will be given in Sec. 5 , where the axiom of the components of two ensembles will be given so that $G$ can be modular, which is true only in the case of finite-dimensional Hilbert space.
In the arguments of Lemma 3. 2, we have seen that $L_{0}(k)=\mathcal{R} E, L_{0}\left(\phi_{i}\right)=\mathcal{Q} E_{i}$ for all $\phi_{i} \in k$; hence $\mathcal{Q} \dot{E}=\mathbb{G}\left(\wedge E_{i}\right)$ and $E=\wedge E_{i} \in L_{0}(k)$ for all $\phi_{i} \in k$. Thus, $\wedge E_{i} \in$ S. A slight generalization of this statement enables us to prove the next result.

Lemma 3.8: Let $E_{i}$ be the decision effect corresponding to $L_{0}\left(k_{i}\right)$ for any $i \in I$, then $\wedge E_{i}$ is the decision effect of $\cap_{i \in I} L_{0}\left(k_{i}\right)$.

Proof: We note that $n_{i \in I} L_{0}\left(k_{i}\right)=L_{0}\left(U_{i \in I} k_{i}\right)$. Moreover, $L_{0}\left(k_{i}\right)$ and $L_{0}\left(\mathrm{U}_{i \in I_{i}}\right)$ are ultraweakly closed two-side ideals of $R$ (Lemma 3.2, then there exists maximum projections $E_{i}$ and $E$, respectively, such that $L_{0}\left(k_{i}\right)=G E_{i}$ and $L_{0}\left(U_{i \in I} k_{i}\right)$ $=R E$. Hence, $\mathcal{R}\left(\wedge_{i \in I} E_{i}\right)=R E$, and $\wedge_{i \in I} E_{i}=E$. Indeed, $L_{0}\left(\cup_{i \in I} k_{i}\right)$ is a subset of $\mathscr{L}$ containing those operators $T$ with $E_{T} \leq E$, where $E_{T}$ is the support
of $T .{ }^{12}$ Thus $T \leq E_{T} \leq E$ for all $T \in L_{0}\left(\cup_{i \in I} k_{i}\right)$, and $E=\wedge_{i \in I} E_{i}$ is the decision effect of $\cap_{i \in I} L_{0}\left(k_{i}\right)$.
The proof of the above lemma is different from Lemma 3. 4, where we applied Varadarajan's lemma. ${ }^{6}$ In fact one can easily extend Varadarajan's lemma to our form, which we give as follows.

Lemma 3.9 (Varadarjan): Let $S \in \mathcal{L}$, and $\left\{E_{i}\right\}_{i \in I}$ a set of projections on $G$. If $S \leq E_{i}$ for all $i \in I$, then $S \leq \wedge_{i \in I} E_{i}$.

Proof: Since $S \leq E_{i}$ for all $i \in I$ and $0 \leq S \leq I$, then $S=S E_{i}=E_{i} S$ for all $i \in I,{ }^{10}$ which implies that $S$ leaves $E_{i} \mathfrak{y}$ invariant for all $i \in I$. Hence $S$ leaves $\cap_{i \in I} E_{i} \mathscr{y}$ invariant, i.e., $S x=S\left(\wedge E_{i}\right) x=$ $\left(\wedge E_{i}\right) S x$ for all $x \in \cap E_{i} \mathfrak{y}$ and all $i \in I$. Therefore, $S=S\left(\wedge E_{i}\right)=\left(\wedge E_{i}\right) S$, which implies that $S \leq E_{i}$ for all $i \in I$.

We now summarize our results in the following theorem.

Theorem 3.10: $\mathcal{G}$ is a complete orthocomplemented lattice satisfying the orthomodular identity:

$$
F \leq F \quad \text { implies } \quad F=E(F \wedge(I-E))
$$

for $E, F \in S$.
A final remark about the lattice structure of $S$ will be given here to compare with Varadarajan's approach. ${ }^{6}$ Given a lattice $\$$ with zero element 0 and unit element $e, S$ equipped with an orthocomplementation $x \rightarrow x^{\perp}$ is said to be a logic, if (i) for any countably infinite sequence $x_{1}, x_{2}, \cdots$ of elements of $S, \vee_{n} x_{n}$ and $\wedge_{n} x_{n}$ exists in $S$, (ii) if $x_{1}$, $x_{2} \in S$ and $x_{1}<_{1} x_{2}$, there exists an element $x_{3} \in \dot{S}$ such that $x_{3}<x_{1}^{1}$ and $x_{3} \vee x_{1}=x_{2}$. Indeed, the existence of $x_{3}$ in (ii) is unique, one can show that $x_{3}=x_{1}^{1} \wedge x_{2} .{ }^{6}$ It is easy to verify that the set of all projections $\mathbb{E}$ in a Hilbert space ${ }^{\sim}$ is a logic. We call $\mathfrak{E}$ the standard $\operatorname{logic}$. A subset $S$ of $\mathfrak{C}$ is a sublogic of the standard logic if S itself is a logic.
We now return to the set of decision effects $\mathcal{G}$. From Theorem 3.10, $S$ is a complete orthocomplemented lattice with zero element 0 and unit element $I$. Obviously, $S$ satisfies (i). If $E_{1}, E_{2} \in S$ and $E_{1} \leq E_{2}$, let $E_{3}=(I-E) \wedge E_{2}$, which is an element of $\mathcal{S}$, hence (ii) also holds for $\mathcal{G}$. Therefore, we have the following consequence from the previous theorem.

Corollary 3.11: $\mathcal{G}$ is a logic, or more precisely, a sublogic of the standard logic.
We note that each $E \in \mathcal{G}$ can be identified as the support of some $\phi \in \mathcal{K}$, i.e., $E=\left[R^{\prime} x_{i}\right]$, with $\phi=\sum_{i=1}^{\infty} \omega_{x_{i}}$ and $\sum_{i=1}^{\infty}\left\|x_{i}\right\|^{2}<+\infty$. On the other hand, let $S=\left\{F \in \mathbb{R} ; F=\left[\mathbb{R}^{\kappa} \mathbb{M}\right]\right.$ for $\left.\mathfrak{T} \subseteq \mathfrak{q}\right\}$, then $S$ is also a sublogic of $\mathbb{C}$. We have the relation; $\mathcal{G} S$ $\subseteq \mathscr{E}$. However, if $\mathcal{S}=S=\mathscr{E}$, then $\mathbb{R}=\mathcal{B}(\mathfrak{g})$, hence $Q$ is a factor of type I. Conversely, if $R$ is a factor of type $I_{n}(n<+\infty)$ on Hilbert space $\mathfrak{F}$, then the
dimension of $\mathscr{\xi}$ is $n<+\infty$. And, to any $F \in S$, $F=\left[\mathbb{R}^{\prime} \mathfrak{T l}\right]$ for $\mathfrak{T} \subseteq \mathfrak{G}$. Since $\mathfrak{M}$ is finite-dimensional, we can define a positive normal state $\phi$ such that $\phi=\sum_{i=1}^{\substack{m}} \omega_{x_{i}}$ with $x_{i} \in \mathscr{M}, m \leq n$, then $F$ is the support of $\phi$. Therefore we have proved the following theorem.

Theorem 3. 12: If $\mathcal{G}$ is a standard logic, then $Q$ is a factor of type $I$. Conversely, if $Q$ is a factor of type $I_{n}(n<+\infty)$ then $S$ is a standard logic.

## 4. AXIOM OF DECOMPOSSABILITY AND RELATIONSHIP OF EFFECTS

We defined extremal sets of $\mathfrak{K}$ in Sec. 1 , and formulated the axiom of decompossability of ensembles and relationship of effects. In this section we will formulate this axiom in terms of operator algebras and show that this axiom is always true for a von Neumann algebra.
First, we give a preliminary remark about the extremal set on a partially ordered vector space. Let $X$ be a partially ordered Banach space and $P$ the positive cone. Then a convex subset $S$ of $P$ is an extremal set of $P$ if and only if $S$ is a subcone of $P$ such that for all $x, y \in P, x \in S$, and $y \leq x$ implies $y \in S$. An order ideal of $X$ is a subspace $J$ such that $x, y \in J$ implies $z \in J$ whenever $x \leq z \leq y, z \in X$. A subspace $J$ is an order ideal if and only if $J \cap P$ is an extremal set of $P .{ }^{10}$
In the first part of this section we assume that $\mathscr{K}=R_{*}^{+}$, the positive portion of predual $\Re_{*}$, and $\mathscr{L}$ is the same as in Sec.3, although the set of effects will not be used explicitely in the subsequent discussion. The smallest norm-closed extremal set containing $\rho \in \mathscr{K}$ is denoted by $C(\rho)$, as in Sec. 1 , then the axiom of decompossability of ensembles can be formulated as follows:

Axiom 3: For any $\rho, \tau \in \mathcal{K}$,

$$
L_{0}(\rho)=L_{0}(\tau) \quad \text { implies } \quad C(\rho)=C(\tau)
$$

If $B \in \mathbb{R}$ and $\phi \in \Re_{*}$, we define $B \phi$ and $\phi B$ by

$$
(B \phi)(T)=\phi(B T) \quad \text { and } \quad(\phi B)(T)=\phi(T B)
$$

for $T \in \mathcal{R}$. In particular, $B^{*} \phi B$ is denoted by $\phi_{B}$. With this notation, $E_{\phi}$, the support of $\phi$, is the smallest projection in $Q$ such that $\phi=\phi E_{\phi}=E_{\phi} \phi$ $=\phi_{E}$. Then the smallest norm-closed extremal set containing $\rho \in \mathscr{K}$ can be characterized as $\underset{\rho .10}{C(\rho)}=\left\{\phi_{E_{\rho}} ; \phi \in \mathcal{K}\right\}$, where $E_{\rho}$ is the support of $\rho .{ }^{10}$
Let $\bar{\rho}$ be the smallest norm-closed order ideal in $\mathcal{R}_{*}^{+}$containing $\rho$, then $\bar{\rho}=\left\{\phi \in \mathcal{K} ; E_{\phi} \leq E_{\rho}\right\}=$ $L_{0}\left(K_{0}(\rho)\right)$, where $E_{\rho}\left(\right.$ resp., $\left.E_{\phi}\right)$ is the support of $\rho$ (resp., $\phi$ ). ${ }^{12}$ From the preliminary remark, it is easy to verify that $C(\rho)$ is also an order ideal containing $\rho$, hence $\bar{\rho} \subseteq C(\rho)$. If $\phi_{E_{\rho}} \in C(\rho)$ and the support of $\phi_{E_{\rho}}$ is $F$, then $E_{\rho}=\left[R^{\prime} x\right]$ with $\rho=\sum \omega_{x}, x \in \mathfrak{G}$, and $F=\left[\mathcal{R}^{\prime} y\right]$, with $y \in E_{\rho} \mathfrak{y}$.

Therefore, $E_{\rho} F=E_{\rho}\left[\mathcal{R}^{\prime} y\right]=\left[\mathcal{R}^{\prime} y\right]=F$. Similarly, $F E_{\rho}=F$. Hence $E_{\rho} \geqslant F$ which implies $\phi_{E_{\rho}} \in \bar{\rho}$, and $C(\rho) \subseteq \bar{\rho}$. We have, therefore, the following lemma from Ref. 12.

Lemma 4. 1: For $\rho \in \mathscr{K}$,

$$
\begin{aligned}
C(\rho) & =L_{0}\left(K_{0}(\rho)\right) \\
& =\left\{\phi \in \mathfrak{K} ; E_{\phi} \leq E_{\rho}\right\} \\
& =\left\{\phi_{E_{\rho}} ; \phi \in \mathfrak{K}\right\} \\
& =\bar{\rho} .
\end{aligned}
$$

Some further properties about norm-closed extremal sets will be given in Sec. 5. Axiom 3 is now trivial for a von Neumann algebra.

Corollary 4.2: Axiom 3 is true for a von Neumann algebra $\mathcal{R}$.
If we consider a $C^{*}$-algebra $\mathfrak{A}$ as a subalgebra of $\mathfrak{A}^{* *}$, the double dual of $\mathfrak{A}$, which is again a von Neumann algebra, then $\mathfrak{U}^{*}$, the dual of $\mathfrak{\mu}$, coincide with the predual of $\mathfrak{A} * * .8$ Hence, we may take $\mathscr{K}$ as $\mathfrak{M}_{+}^{*}$ the positive part of $\mathfrak{Y}^{*}$, and Lemma 4.1 still holds. However, we shall modify Axiom 3 so that it will be more essential for a $C^{*}$-algebra.
A subset $S$ of the dual $\mathfrak{N}^{*}$ of a $C^{*}$ algebra $\mathfrak{N}$ is invariant if for all $\rho \in S$ and $T \in \mathfrak{A}, \rho_{T}$ is in $S$, where $\rho_{T}(A)=\rho\left(T^{*} A T\right)$ for any $A \in \mathfrak{A}$. We denote by $\tilde{\rho}$ the smallest norm-closed invariant extremal set of $\mathscr{K}$ containing $\rho$, where $\mathscr{K}=\mathfrak{M} \underset{+}{*}$ and $\mathscr{L}=$ $\mathfrak{A}^{+} \cap \mathscr{A}_{1}$. Then we may enlarge. $C(\rho)$ to $\tilde{\rho}$, and modify Axiom 3 to the following form.

## Axiom $3^{\prime}$ : For any $p, \tau \in \mathfrak{K}$

$$
L_{0}(\rho)=L_{0}(\phi) \quad \text { implies } \quad \bar{\rho}=\tilde{\tau}
$$

Let $\pi_{\rho}$ and $\pi_{\tau}$ denote representations of $\mathfrak{A}$ defined by $\rho$ and $\tau$ on $\mathfrak{G}_{\rho}$ and $\mathfrak{G}_{T}$, respectively. Then $\tilde{\rho}=\tilde{\tau}$ implies $\pi_{\rho}$ and $\pi_{\tau}$ are quasi-equivalent, ${ }^{12}$ since $\tilde{\rho}$ and $\tilde{\tau}$ are also norm-closed invariantorder ideals in $\mathscr{A}^{*} . L_{0}(\rho)=L_{0}(\tau)$ implies $\pi_{\rho}$ and $\pi_{\tau}$ are weak-equivalent ${ }^{13}$ (or physically equivalent. ${ }^{14}$ Therefore Axiom $3^{\prime}$ claims that if $\pi_{\rho}$ and $\pi_{\tau}$ are weak-equivalent then they are quasi-equivalent. This is not true in the case of $C^{*}$-algebras, but it holds for von Neumann algebras. ${ }^{8}$

## 5. AXIOM OF THE COMPONENTS OF THE MIXTURE OF TWO ENSEMBLES

As in Sec. 4 , we assume $\mathcal{K}=\mathcal{R}_{*}^{+}$and note that $C(\rho)$, the smallest norm-closed extremal set of $\mathcal{K}$ containing $\rho$, can be characterized by the support of $\rho, E_{\rho}$, viz. $C(\rho)=\left\{\phi \in \mathbb{K} ; E_{\phi} \leq E_{\rho}\right\}$. Hence, we can study some properties of norm-closed extremal sets from their corresponding supports.

Lemma 5.1: $C(\rho) \subseteq C(\tau)$ if and only if $E_{\rho} \leq E_{\tau}$.

Proof: A straightforward verification.
Lemma 5. 2: $C(\rho) \cap C(\tau)=\{\phi \in \mathcal{K} ;$ $\left.E_{\phi} \leq E_{\rho} \wedge E_{\tau}\right\}$

Proof: Let $N=\left\{\phi \in \mathcal{K} ; E_{\phi} \leq E_{\rho} \wedge E_{\tau}\right\}$. For each $\phi \in C(\rho) \cap C(\tau), E_{\phi} \leq E_{\rho}$ and $E_{\phi} \leq E_{\tau}$; thus $E_{\phi} \leq E_{\rho} \wedge E_{\tau}$ and $\phi \in N$. Conversely, let $\phi \in N$, $E_{\phi} \leq E_{\rho} \wedge E_{\tau}$, then $E_{\phi} \leq E_{\rho}$ and $E_{\phi} \leq E_{r}$, so that $\phi \in C(\rho) \cap C(\tau)$.
A trivial corollary of this lemma: $C(\rho) \cap C(\tau)=\phi$ implies $E_{\rho} \wedge E_{\tau}=0$.
For a subset $k$ of $\mathcal{K}$, let $C(k)$ be the least normclosed extremal set containing $k$. Then we can also characterize $C(k)$ in the following way.

Lemma 5.3:

$$
\begin{aligned}
C(k) & =\left\{\phi \in \mathfrak{K} ; E_{\phi} \leq E_{k}\right\} \\
& =\left\{\phi_{E_{k}} ; \phi \in \mathfrak{K}\right\}
\end{aligned}
$$

where

$$
E_{k}=V E_{\rho} \quad \text { for all } \rho \in k
$$

Proof: Since $C(k)$ is a norm-closed extremal set in $\mathcal{K}$, then $L_{0}(C(k))$ is an ultraweakly closed extremal set in $\mathfrak{R}$. Hence there exists a unique projection $E_{k}$ in $\mathfrak{R}$ such that $L_{0}(C(k))=\mathbb{R}\left(I-E_{k}\right)$. $E_{k}$ is the least projection in $Q$ such that $\phi=E_{k} \phi$ $=\phi E_{k}$ for each $\phi \in C(k)$. From a similar argument in Ref. 12, p. 405, $\phi \in \mathcal{K}$ lies in $C(k)$ if and only if $E_{\phi} \leq E_{k}$. The second part of the lemma follows directly from Lemma 3.9 of Ref. 10.
Furthermore, for any $\rho \in k, \rho \in C(k)$, then $E_{\rho} \leq E_{k}$, therefore $\vee E_{\rho} \leq E_{k}$ for all $\rho \in k$. On the other hand, since $\phi=\phi\left(\vee E_{\rho}\right)=\left(\vee E_{\rho}\right) \phi$ for each $\phi \in C(k)$ and $\rho \in k$, but $E$ is the smallest projection with the same property, indeed $E_{k}$ is the support of $C(k)$ (Ref. 10, p. 14), hence $\vee E_{\rho} \geq E_{k}$ for all $\rho \in k$. Therefore

$$
E_{\rho}=\vee E_{\rho} \text { for all } \rho \in k
$$

Corollary 5. 4: If $\left\{E_{\rho}\right\}$ for all $\rho \in k$ are pairwire orthogonal, then

$$
C(k)=\left\{\phi \in \mathfrak{K} ; E_{\phi} \leq \sum_{\rho} E_{\rho}\right\}
$$

For the axiom of the components of the mixture of two ensembles, we are more interested in the case of $k=\{\rho, \tau\}$. If we denote $C(\{\rho, \tau\})$ by $C(\rho, \tau)$, then from the above lemma we have the following.

Corollary 5.5:

$$
C(\rho, \tau)=C[m \rho+(1-m) \tau]
$$

where

$$
m \in(0,1)
$$

Proof: We note that

$$
C[m \rho+(1-m) \tau]=\left\{\phi \in \mathfrak{K} ; E_{\phi} \leq E_{\omega}\right\}
$$

where $\omega=m \rho+(1-m) \tau$. Since $\rho, \tau \in C(\rho, \tau)$, hence $\omega \in C(\rho, \tau)$ and $E_{\omega} \leq E_{\rho} \vee E_{\tau}$ from the above lemma. Therefore $C\left[m \rho+(1-m)_{\tau}\right] \subseteq C(\rho, \tau)$. Conversely, $\omega \in C[m \rho+(1-m) \tau]$ implies that $\rho, \tau \in C[m \rho+(1-m) \tau]$; hence $E_{\rho} \leq E_{\omega}, E_{\tau} \leq E_{\omega}$. Therefore, $E_{\rho} \vee E_{\tau} \leq E_{\omega}$, and $C(\rho, \tau) \subseteq$ $C[m \rho+(1-m) \tau]$.
From the above results, each $C(\rho)$ and $C(k)$ are characterized by projections $E_{\rho}$ and $E_{k}$ of $\Omega$, respectively; consequently, we can formulate this axiom in terms of decision effects defined in Sec. 3. As in Axiom $4^{\prime}$ in Sec. 1 we adopt the following lattice version.

Axiom 4: For each $E_{1}, E_{2}, E_{3} \in \mathcal{G}$, if $E_{1} \wedge E_{2}$ $=0, E_{3} \leq E_{1} \vee E_{2}$, with $E_{3} \perp E_{1}$ and $\left(E_{1} \vee E_{3}\right)$ $\wedge E_{2}=0$, then $E_{3}=0$.
As we have shown in Sec. $3, 母$ satisfies the orthomodular condition. For $E_{1}, E_{3} \in S$

$$
\text { if } E_{1} \leq E_{3} \text {, then } E_{3}=E_{1} \vee\left(E_{3} \wedge\left(I-E_{1}\right)\right) .(1)
$$

It is easy to show that this condition is equivalent to the following version of orthomodularity: For $E_{1}, E_{2}, E_{3} \in \mathcal{S}$

$$
\begin{align*}
& \text { if } E_{1} \leq E_{3}, E_{1} \perp E_{2}, \text { then } E_{3} \wedge\left(E_{1} \vee E_{2}\right) \\
& \quad=E_{1} \vee\left(E_{3} \wedge E_{2}\right) \tag{2}
\end{align*}
$$

In fact, if we let $E_{2}=I-E_{1}$, then (1) follows immediately from (2). Conversely, if $E_{1} \leq E_{3}$ and $E_{3}=E_{1} \vee\left(E_{3} \wedge\left(I-E_{1}\right)\right)$, then $E_{3} \wedge\left(E_{1} \vee\left(I-E_{1}\right)\right)$ $=E_{1} \vee\left(E_{3} \wedge\left(I-E_{1}\right)\right)$, which implies (2) by setting $E_{2}=I-E_{1}$.
Let $E_{1} \vee E_{2}=E_{3}$ in (2), then $E_{3} \geq E_{2}$ and $E_{3} \wedge E_{2}$ $=E_{2} ;(2)$ implies $E_{3}=E_{1} \vee E_{2}$. Hence we have another form of orthomodularity: For $E_{1}, E_{3} \in \mathcal{G}$,
if $E_{1} \leq E_{3}$, then there exists $E_{2} \in S$ such that

$$
\begin{equation*}
E_{1} \perp E_{2}^{\prime} \text { and } E_{3}=E_{1} \vee E_{2} \tag{3}
\end{equation*}
$$

Obviously, (3) implies (2).
If we omit the orthogonal condition in (2), then we have the modularity; i.e., $E_{1} \leq E_{3}$, then $E_{3} \wedge$ $\left(E_{1} \vee E_{2}\right)=E_{1} \vee\left(E_{3} \wedge E_{2}\right)$. In general, $\mathcal{G}$ is not modular, unless $S$ satisfies Axiom 4, which is the main purpose of axiom 4 in Ref. 4. We verify this result in the next theorem.

Theorem 5.6: The set of decision effects $\mathcal{S}$ is modular if and only if it satisfies Axiom 4.

Proof: Let $E_{1}, E_{2}, E_{3} \in \mathrm{~S}$, and $E_{1} \wedge E_{2}=0$, $E_{3} \leq E_{1} \vee E_{2}$, with $E_{1} \perp E_{3}$ and $\left(E_{1} \vee E_{3}\right) \wedge E_{2}$ $=\left(E_{1}+E_{3}\right) \wedge E_{2}=0$. Since $S$ is modular, for $E_{1} \leq E_{1}+E_{3}$, we have $E_{1} \vee\left(E_{2} \wedge\left(E_{1}+E_{3}\right)\right)$ $=\left(E_{1}+E_{3}\right) \wedge\left(E_{1} \vee E_{2}\right)$. Hence

$$
\begin{aligned}
E_{1} & =\left(E_{1}+E_{3}\right) \wedge\left(E_{1} \vee E_{2}\right) \\
& =E_{1} \vee\left(E_{3} \wedge\left(E_{1} \vee E_{2}\right)\right) \\
& =E_{1} \vee E_{3}=E_{1}+E_{3},
\end{aligned}
$$

which implies $E_{3}=0$.
Conversely, if $S$ satisfies Axiom 4, since $S$ is orthomodular, we can use (3). The modularity of $\mathcal{Y}$ follows from a similar argument given in Ref. 4.
It is well known that if the dimension of $\mathfrak{E}$ is infinite, then the standard logic (see Sec. 3) $\mathfrak{E}$ is not necessary modular. Therefore, from Theorem 3.12 we have a direct consequence of the above theorem.

Corollary 5. 7: $G$ is modular only if $R$ is a factor of type $I_{n}(n<+\infty)$.

## 6. DISCUSSION

In the whole theory of Ludwig's formulation about axioms of measurements, the axiom of sensitivity increase of effects plays an important role. From the proof of Theorem 2.1 we note that this axiom holds for an operator algebra $\mathfrak{A}$ whenever $P_{1} \wedge P_{2}$ lies in $\mathscr{M}$ for any two projections $P_{1}$ and $P_{2}$ of $\mathscr{A}$. Therefore, the projections of $\mathfrak{A}$ must be a lattice. The projections of a von Neumann algebra form a complete lattice. The other examples belonging to this category are $A W^{*}$-algebra ${ }^{15}$ and $J W$-algebra. ${ }^{16}$ An $A W^{*}$-algebra is a $C^{*}$-algebra such that (i) any set of orthogonal projections has a least
upper bound, (ii) any maximal commutative selfadjoint subalgebra is generated by its projections. The set of all projections of an $A W^{*}$-algebra is also a complete lattice. ${ }^{15} \mathrm{~A} J W$-algebra is a weakly closed Jordan algebra of bounded selfadjoint operators. Its projections form a complete lattice with orthocomplementation and orthomodularity. Hence, a $J W$-algebra may be the most appropriate algebra for Ludwig's approach.
Another example satisfying this axiom is $\Sigma^{*}$-subalgebras of $\mathcal{B}(\mathscr{W}) . .^{17}$ A $\Sigma^{*}$-subalgebra of $\mathbb{B}(\mathfrak{G})$ is a $\sigma$-closed $C^{*}$-subalgebra of $\mathbb{B}(\mathfrak{\xi})$, which is also a von Neumann algebra as pointed out by Kadison in the Appendix of Ref. 17.
However, the quasilocal algebra of local observables in quantum field theory ${ }^{14}$ can not satisfy the axiom of sensitivity increase of effects. Since its automorphisms will be inner, if it is a von Neumann algebra. ${ }^{18}$ It is impossible for a quasilocal algebra, e.g., the automorphism induced by inhomogeneous Lorentz group is not inner. ${ }^{14}$ Another example belonging to this category is the $C^{*}$ algebra of compact operators on separable Hilbert space. ${ }^{18}$
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# On Vacuum Space-Times Admitting a Null Killing Bivector <br> George C. Debney, Jr. <br> Department of Mathematics, Virginia Polytechnic Institute and State University, Blacksburg, Virginia 24061 <br> (Heceived 5 March 1971) 


#### Abstract

Starting with a vacuum space-time ( $R_{a b}=0$ ) which admits a Killing vector field $K$, a study is made of the subclass where the Killing bivector (KBV) $K_{a ;} b$ is null. Reference is made to an earlier paper [J. Math. Phys. 12, 1088 (1971)] by the author which established some of the general approach and formalism used here. All space-times with the property above turn out to be in the class of expansion-free radiation fields, which are necessarily algebraically special. Of these only Petrov types II, $D$, and $N$ are allowed; furthermore, those of type $N$ are the $p p$ waves. A result obtained from applying this approach is that expansion-free radiation fields are the only vacuum space-times which admit a geodesic Killing vector field; that field is necessarily lightlike. Finally, since the spaces with symmetry studied by R. P. Kerr and the author [J. Math Phys. 11, 2807 (1970)] had nonzero expansion, the associated bivector to each of those symmetries must necessarily be nonnull.


## 1. INTRODUCTION

In a previous paper ${ }^{1}$ a problem was formulated which was designed to classify certain vacuum space-times which admit a Killing vector field. The basic approach was to divide the problem into two basic parts: (1) those vacuum spaces which admit a nonnull Killing bivector and (2) those which admit a null Killing bivector.
After the formalism and the basic approach were developed, ${ }^{1}$ the nonnull case was studied. Some general conclusions involving, first, geodesic Killing vectors and, second, hypersurface orthogonal Killing vectors were given through a study of the invariants made from the Riemann tensor and the nonnull Killing bivector.
This paper deals with the null Killing bivector cases which, by a theorem proved in Ref. 1, must necessarily concern only algebraically special spaces.

## 2. PRELIMINARIES AND FORMALISM

In Ref. 1 the formalism for a complex null tetrad $\left\{\mathbf{e}_{a} \mid a=1,2,3,4\right\}$ with its dual $\left\{\epsilon^{a} \mid a=1,2,3,4\right\}$ was developed. [ $e_{1}$ and $e_{2}$ are complex conjugates; $\mathbf{e}_{3}$ and $e_{4}$ are real; $\epsilon^{a}\left(\mathbf{e}_{b}\right)=\delta_{b}^{a}$.] Assuming that the metric tensor field $g=g_{\mu \nu} d x^{\mu} \otimes d x^{\nu}$ has signature $(+++-)$, the components $g_{a b}=g\left(\mathbf{e}_{a}, \mathbf{e}_{b}\right)$ can be put into the form

$$
\left(g_{a b}\right)=\left(\begin{array}{llll}
0 & 1 & 0 & 0  \tag{2.1}\\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0
\end{array}\right)
$$

locally over the $C^{\infty}$ Lorentz 4-manifold. The dual relationship between basis vectors $\left\{e_{a}^{\mu} \partial_{\mu}\right\}$ and $\left\{\epsilon_{\mu}^{a}\right.$ $\left.d x^{\mu}\right\}$ is also expressed by $e_{a}^{\mu} \epsilon_{\mu}^{b}=\delta \frac{a}{b}$ and $e_{a}^{\mu} \epsilon_{\nu}^{a}=$ $\delta_{\nu}^{\mu}$ (Greek indices $\mu, \nu, \ldots$ on a kernel letter represent components of a tensor with respect to some local coordinate system $\left\{x^{\mu}\right\}$; latin indices $a, b, \ldots$ represent tensor components with respect to a complex null tetrad.) If $T=T_{\mu}^{\nu}::: a^{\mu} x^{\mu} \otimes \partial_{\nu} \otimes \cdots$ is a tensor field, then it is also true that $T=T_{a}^{b}:::$ $\epsilon^{a} \otimes \mathbf{e}_{b} \otimes \cdots$.
The set of transformations $\mathbf{e}_{a} \rightarrow \mathbf{e}_{a}$, preserving the form (2.1) of ( $g_{a b}$ ) is the set of Lorentz transformations. The proper orthochronous subgroup of these is given by

$$
\begin{align*}
& {\left[\begin{array}{l}
\exp (i B) \mathbf{e}_{1}, \\
\exp (-i B) \mathbf{e}_{2} \prime \\
\exp (A) \mathbf{e}_{3 \prime}, \\
\exp (-A) \mathbf{e}_{4},
\end{array}\right]} \\
& \quad=|1-\alpha \beta|^{-1}\left(\begin{array}{lrrr}
1 & \bar{\alpha} \beta & -\bar{\alpha} & \beta \\
\alpha \bar{\beta} & 1 & -\alpha & \bar{\beta} \\
-\bar{\beta} & -\beta & 1 & -\beta \bar{\beta} \\
\alpha & \bar{\alpha} & -\alpha \bar{\alpha} & 1
\end{array}\right)\left[\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3} \\
\mathbf{e}_{4}
\end{array}\right], \tag{2.2}
\end{align*}
$$

where $A, B, \alpha$, and $\beta$ are-parameters; $\alpha$ and $\beta$ are complex; $A$ and $B$ are real; $\alpha \beta \neq 1$. (A bar above a symbol denotes the complex conjugate.)
The Lie bracket between any two contravariant vector fields is a vector field, $[\mathbf{X}, \mathbf{Y}] \equiv \mathbf{X Y}-\mathbf{Y X}$. Between vectors of the basis $\left\{e_{a}\right\}$ the relationship

$$
\begin{equation*}
\left[\mathbf{e}_{a}, \mathbf{e}_{b}\right]=\left(\Gamma_{b a}^{m}-\Gamma_{a b}^{m}\right) \mathbf{e}_{m} \tag{2.3}
\end{equation*}
$$

holds, where the $\Gamma^{m}{ }_{a b}$ are coefficients of the connection (see A2). If $f$ is a scalar function, the commutation relations

$$
\begin{equation*}
\left[\mathbf{e}_{b,} \mathbf{e}_{a}\right] f=f_{, a b}-f_{, b a}=f_{, m}\left(\Gamma_{a b}^{m}-\Gamma_{b a}^{m}\right) \tag{2.4}
\end{equation*}
$$

must then hold as integrability conditions on $f$.
In the exterior algebra a bivector is any 2 -form. A well-known invariant classification scheme for any bivector $B_{u \nu} d x^{\mu} \wedge d x^{\nu}$ is given through the definition: $B$ is null (or "singular") if and only if $B_{\mu \nu} B^{\mu \nu}=0=B_{\mu \nu}^{*} B^{\mu \nu}$; otherwise $B$ is nonnull. In terms of the six basis bivectors $\epsilon^{\mathrm{I}}, \epsilon^{\text {II }}, \ldots, \epsilon^{\mathrm{VI}}$ introduced in Ref. 1, one sees that $B=B_{A} \in A^{\prime}(A=\mathrm{I}$, II, . . ., VI) is null if and only if $B_{A} B^{A}=0=B_{A}^{*} B^{A}$.
It was seen in Ref. 1 that a given null bivector could be transformed by (2.2) into the canonical form

$$
\begin{aligned}
& B=B_{\mathrm{III}} \epsilon^{\mathrm{III}}+B_{\mathrm{VI}} \epsilon^{\mathrm{VI}}=2 B_{\mathrm{III}} \epsilon^{3} \wedge \epsilon^{1}+2 B_{\mathrm{VI}} \epsilon^{3} \wedge \epsilon^{2} \\
&=2 B_{31} \epsilon^{3} \wedge \epsilon^{1}+2 B_{32} \epsilon^{3} \wedge \epsilon^{2}
\end{aligned}
$$

The transformation freedom left preserving (2.5) is the subgroup of (2.2) with $\alpha \equiv 0$, the so-called null rotations about $\mathbf{e}_{4}$.

## 3. THE NULL KILLING BIVECTOR IN A VACUUM SPACE-TTME

Let $\mathcal{E}$ be a vacuum space-time ( $R_{a b}=0$ ) and $K=$ $K^{a} \mathbf{e}_{a}$, a Killing vector field. Then (see Eisenhart ${ }^{2}$ )

$$
\begin{equation*}
K_{a ; b}+K_{b ; a}=0\left(\Leftrightarrow K_{a ; b}=K_{[a ; b]}\right) \tag{3.1}
\end{equation*}
$$

are Killing's equations and are satisfied locally over $\mathcal{E}$. Suppose also that the Killing bivector (KBV) $B \equiv K_{a ; b} \epsilon^{a} \wedge \epsilon^{b}$ is null. Then from (2.5)

$$
\begin{equation*}
B=2 K_{\mathrm{III}} \epsilon^{3} \wedge \epsilon^{1}+2 K_{\mathrm{VI}} \epsilon^{3} \wedge \epsilon^{2} ; \tag{3.2}
\end{equation*}
$$

i.e., $K_{\mathrm{III}}=K_{3 ; 1}$ and $K_{\mathrm{VI}}=K_{3 ; 2}$ are the only nonzero covariant derivatives of $K$. Hence we keep the KBV (and consequently Killing's equations) in the canonical form (3.2) by any null rotation about $\mathbf{e}_{4}$.
If $\boldsymbol{R}_{a b c d}$ are the components of the Riemannian curvature tensor, then the first set of integrability conditions for (3.1) is given by (see Eisenhart²).

$$
\begin{equation*}
K_{a ; b c}=R_{a b c m} K^{m} . \tag{3.3}
\end{equation*}
$$

Theorem 2 in Ref. 1 [using (3.3),(3.2), and the Gold-berg-Sachs Theorem ${ }^{3}$ ] gives us that $\mathcal{E}$ must necessarily be algebraically special and that $\mathbf{e}_{4}$ is geodesic and shear-free.
[It can be mentioned at this point that invariants built up from $K_{a ; b}$ and $R_{a b c d}$ could be examined as was done in Ref.1. However, $C^{(5)}=C^{(4)}=0$ and $B$ null are enough to make all invariants studied there equal to zero except 9 and $j$, and the latter are zero if $C^{(3)}=0$. (The $C^{(i)}$ are the conformal scalars. See Appendix A or Ref. 1). Hence, to use the invariant approach would only be redundant here to the Petrov classification itself.]

## 4. KILLING'S EQUATIONS AND INTEGRABIIITY CONDITIONS IN CANONICAL FORM

Using the relations $K_{a}=g_{a b} K^{b}$ and $\Gamma_{411}=\Gamma_{422}=$ $\Gamma_{414}=\Gamma_{424}=0\left(e_{4}\right.$ is geodesic and shear-free), one can write (3.1) as follows:

$$
\begin{align*}
& K_{1,1}=-K_{1} \Gamma_{121}+0+0 \quad+K_{4} \Gamma_{311} \\
& K_{1,2}=-K_{1} \Gamma_{122}+0+K_{3} \Gamma_{412}+K_{4} \Gamma_{312} \\
& K_{\text {III }}=-K_{1} \Gamma_{123}+0+K_{3} \Gamma_{413}+K_{4} \Gamma_{313}-K_{1,3} \\
& K_{1,4}=-K_{1} \Gamma_{124}+0+0 \quad+K_{4} \Gamma_{314} ;  \tag{4.1}\\
& K_{2,2}=0+K_{2} \Gamma_{122}+0 \quad+K_{4} \Gamma_{322} \\
& K_{2,1}=0+K_{2} \Gamma_{121}+K_{3} \Gamma_{421}+K_{4} \Gamma_{321} \\
& \overline{K_{1 I I}}=0+K_{2} \Gamma_{123}+K_{3} \Gamma_{423}+K_{4} \Gamma_{323}-K_{2,3} \\
& K_{2,4}=0+K_{2} \Gamma_{124}+.0 \quad+K_{4} \Gamma_{324} ; \\
& K_{I I I}=K_{1} \Gamma_{321}+K_{2} \Gamma_{311}+K_{3} \Gamma_{341}+0+K_{3,1} \\
& \overline{K_{11 I}}=K_{1} \Gamma_{322}+K_{2} \Gamma_{312}+K_{3} \Gamma_{342}+0+K_{3,2} \\
&-K_{3,3}=K_{1} \Gamma_{323}+K_{2} \Gamma_{313}+K_{3} \Gamma_{343}+0 \\
&-K_{3,4}=K_{1} \Gamma_{324}+K_{2} \Gamma_{314}+K_{3} \Gamma_{344}+0 ; \tag{4.3}
\end{align*}
$$

$-K_{4,1}=K_{1} \Gamma_{421}+K_{2} \Gamma_{411}+0-K_{4} \Gamma_{341}$,
$-K_{4,2}=K_{1} \Gamma_{422}+K_{2} \Gamma_{412}+0-K_{4} \Gamma_{342}$,
$-K_{4,3}=K_{1} \Gamma_{423}+K_{2} \Gamma_{413}+0-K_{4} \Gamma_{343}$,
$-K_{4,4}=K_{1} \Gamma_{424}+K_{2} \Gamma_{414}+0-K_{4} \Gamma_{344}$.
Equations (3.3) take the form

$$
\begin{align*}
& R_{\mathrm{Icm}} K^{m}=0  \tag{4.5}\\
& R_{\mathrm{IIcm}} K^{m}=K_{\mathrm{III}} \Gamma_{\mathrm{I} c}  \tag{4.6}\\
& R_{\mathrm{II} c m} K^{m}=K_{\mathrm{III}, c}+2 K_{\mathrm{HI}} \Gamma_{\mathrm{II} c} . \tag{4.7}
\end{align*}
$$

Since $C^{(5)}=C^{(4)}=0$, Eqs. (4.5) are identically satisfied. The fact that $\Gamma_{424}=\Gamma_{422}=0$ (the geodesic and shear-free conditions on $\mathbf{e}_{4}$ ) implies that Eqs. (4.6) become
$C^{(3)} K_{2}=C^{(3)} K_{4}=0$,
$C^{(3)} K_{1}+0+0-C^{(2)} K_{4}=2 K_{1 I I} \Gamma_{421}$,

$$
0+C^{(2)} K_{2}+C^{(3)} K_{3}+0=2 K_{I I I} \Gamma_{423}
$$

Recall that $\Gamma_{421}$ is the complex expansion and $\Gamma_{423}$ is the rotation of the lightlike geodesic congruence $\mathbf{e}_{4}$ (see, for example, the optical scalars defined by Sachs ${ }^{4}$ or Newman and Penrose ${ }^{5}$ ). Two cases can now be considered: (A) $C^{(3)} \neq 0$ and $(B) C^{(3)}=0$. This means that study of $A$ is concerned only with Petrov type-II and type-D spaces, whereas B is concerned only with Petrov types $\Pi I$ and $N$. We exclude flat space ( $C^{(i)}=0$ ) for the rest of this discussion.

## 5. CASE A: TYPE II AND D SPACES ADMITTING A NULL KBV

Let $C^{(3)} \neq 0$. Then (4.6'a) implies that $K_{4}\left(\equiv K^{3}\right)$
$=0$ and $K_{1}=K_{2}=0$. In this case we are also assuming $K_{\text {III }} \neq 0$. If $K_{\text {III }}=0$, then $C^{(3)} \neq 0 \Rightarrow K_{3}$ $=0 \Rightarrow \mathbf{K}=0$. Hence

$$
\begin{equation*}
\mathbf{K}=K^{4} \mathbf{e}_{4} \tag{5.1}
\end{equation*}
$$

it is evidently lightlike. Equation (4.6'b) now must have

$$
\begin{equation*}
\Gamma_{421}=0 \tag{5.2}
\end{equation*}
$$

so that case $A$ is in the class of spaces studied by Kundt. 6

Using a null rotation about $\mathbf{e}_{4}$, one can transform $K_{\text {III }}$ into a real function, $a$. Furthermore $K_{3}\left(\equiv K^{4}\right)$ may be transformed to 1 so that $K=e_{4}$. The subgroup of (2.2) left after this transformation is now that for which $A=B=0$. Killing's equations become

$$
\begin{aligned}
& a=\Gamma_{413}=\Gamma_{423}, \\
& 0=\Gamma_{343}=\Gamma_{344}, \\
& a=\Gamma_{341}=\Gamma_{342} .
\end{aligned}
$$

Hence (4.6'c) gives

$$
\begin{equation*}
C^{(3)}=2 a^{2}=\overline{C^{(3)}} \tag{5.3}
\end{equation*}
$$

Equations (4.7) now take the form

$$
\begin{align*}
& a, 1+a^{2}+a \Gamma_{121}=0  \tag{5.4a}\\
& a_{, 2}+a^{2}+a \Gamma_{122}=-\frac{1}{2} C^{(3)}  \tag{5.4b}\\
& a_{, 3}+a \Gamma_{123}=\frac{1}{2} C^{(2)}  \tag{5.4c}\\
& a_{, 4}+a \Gamma_{124}=0 \tag{5.4d}
\end{align*}
$$

plus their complex conjugates. It is a simple matter to show that these together give
$a_{, 1}=a_{, 2}=-\frac{3}{2} a^{2}, \quad a_{, 4}=0, \quad a_{, 3}=\frac{1}{2} \operatorname{Re}\left(C^{(2)}\right)$, $\Gamma_{121}=\Gamma_{212}=\frac{1}{2} a, \quad \Gamma_{124}=0$,
$\Gamma_{123}=(2 a)^{-1} i \operatorname{Im}\left(C^{(2)}\right)$.
Through the relationship - $\Gamma_{a b c}=e_{a \mu ; \nu} e_{b}^{\mu} e_{c}^{\nu}$ it can be shown that a Lorentz transformation (2.2) with $A=B=0$ and parameter $\beta$ has the effect

$$
\Gamma_{1^{\prime} 2^{\prime} 3^{\prime}}=\Gamma_{123}+\frac{3}{2} a(\beta-\bar{\beta})
$$

Since $\overline{\Gamma_{123}}=\Gamma_{213}=-\Gamma_{123}$ it follows that $\Gamma_{123}$ is pure imaginary. Setting $\beta-\bar{\beta}=-(2 / 3 a) \Gamma_{123}$ transforms $\Gamma_{123}$ to zero. Hence

$$
\begin{equation*}
C^{(2)}=\overline{C^{(2)}} \text { and } a_{, 3}=\frac{1}{2} C^{(2)} \tag{5.6}
\end{equation*}
$$

modifies the relationships in (5.5).
The first of the structure equations, (A3a), takes the form

$$
d \Gamma_{42}+\Gamma_{42} \wedge\left(\Gamma_{12}+\Gamma_{34}\right)=\frac{1}{2} C^{(3)} \epsilon^{3} \wedge \epsilon^{1}
$$

and is satisfied identically. We note here that

$$
\begin{equation*}
d \Gamma_{42}=-\frac{1}{2} a^{2}\left(\epsilon^{3} \wedge \epsilon^{1}+\epsilon^{3} \wedge \epsilon^{2}\right) \tag{5.7}
\end{equation*}
$$

The second of the set, (A3b), is

$$
\begin{align*}
d\left(\Gamma_{12}\right. & \left.+\Gamma_{34}\right)+2 \Gamma_{42} \wedge \Gamma_{31} \\
& =C^{(3)}\left(\epsilon^{1} \wedge \epsilon^{2}+\epsilon^{3} \wedge \epsilon^{4}\right)+C^{(2)} \epsilon^{3} \wedge \epsilon^{1} \tag{5,8}
\end{align*}
$$

and yields the following results on the connection coefficients:

$$
\Gamma_{312}=\Gamma_{322}, \quad \Gamma_{311}=\Gamma_{321}, \quad \Gamma_{314}=\underset{(5.9)}{\Gamma_{324}}
$$

The third structure equation (A3c) is

$$
\begin{align*}
d \Gamma_{31} & +2\left(\Gamma_{12}+\Gamma_{34}\right) \wedge \Gamma_{31} \\
= & \frac{1}{2}\left[C^{(3)} \epsilon^{4} \wedge \epsilon^{2}+C^{(2)}\left(\epsilon^{1} \wedge \epsilon^{2}+\epsilon^{3} \wedge \epsilon^{4}\right)\right. \\
& \left.+C^{(1)} \epsilon^{3} \wedge \epsilon^{1}\right] \tag{5.10}
\end{align*}
$$

which is not computed in detail at this point.
Consider the Bianchi identities (A4a)-(A4c). Equation (A4a) is identically satisfied and (A4b) gives

$$
\begin{align*}
& C, 2(2)+\frac{9}{2} a C^{(2)}-4 a^{2} \Gamma_{312}=0,  \tag{5.11}\\
& C(2)+2 a^{3}-2 a^{2} \Gamma_{314}=0 .
\end{align*}
$$

The commutation relations (2.4) together with (5.11) result in

$$
\begin{align*}
& \Gamma_{312}=\Gamma_{322}=\Gamma_{311}=\Gamma_{321}, \quad a=\Gamma_{314}=\Gamma_{324}, \\
& \left.C^{(2)}=4 a \Gamma_{312}, \quad C, 2\right)=-14 a^{2} \Gamma_{312}, \\
& C, 4.4=0=\Gamma_{312,4}^{(2)} \tag{5.12}
\end{align*}
$$

The identity (A4c) then gives

$$
\begin{align*}
& C(2)=0=\Gamma_{311}, \\
& C(1)=0=\Gamma_{313,4},  \tag{5.13}\\
& C_{,(1)}^{(1)}+2 a C^{(1)}=6 a^{2} \Gamma_{313} .
\end{align*}
$$

Since the group (2.2) still can be used to transform $\Gamma_{313}$ to a pure imaginary function, consider (5.10) with $\Gamma_{313}$ pure imaginary. Together with the results from the Bianchi identities above, this yields

$$
\begin{align*}
& C(1)=-6 a \Gamma_{313} \\
& C(1)=C(1)=18 a^{2} \Gamma_{313}  \tag{5.14}\\
& \Gamma_{313,1}=-\frac{3}{2} a \Gamma_{313}=\Gamma_{313,2} .
\end{align*}
$$

Notice that $\Gamma_{313}=0$ implies that the space is Petrov type $D$. This is no surprise since $\Gamma_{313}=0=$ $\Gamma_{322}$ is equivalent to stating that the congruence $\mathbf{e}_{3}$ is also geodesic and shear-free. All conditions and equations would then be satisfied.

Assuming that $\Gamma_{313} \neq 0$ (and hence Petrov type II), one finds the general solution to (5.14) to be

$$
\begin{equation*}
\mathrm{r}_{313}=\sigma a, \quad \bar{\sigma}=-\sigma \tag{5.15}
\end{equation*}
$$

with $\sigma_{, 1}=\sigma_{, 2}=\sigma_{, 4}=0$. Therefore

$$
\begin{equation*}
c^{(1)}=-6 \sigma a^{2} \tag{5.16}
\end{equation*}
$$

and all equations are satisfied.
The Lie brackets for the basis tetrad are given by

$$
\begin{aligned}
& {\left[\mathbf{e}_{1}, \mathbf{e}_{2}\right]=-(a / 2)\left(\mathbf{e}_{1}-\mathbf{e}_{2}\right),} \\
& {\left[\mathbf{e}_{1}, \mathbf{e}_{3}\right]=-a\left(2 \mathbf{e}_{3}+\sigma \mathbf{e}_{4}\right)} \\
& {\left[\mathbf{e}_{2}, \mathbf{e}_{3}\right]=-a\left(2 \mathbf{e}_{3}-\sigma \mathbf{e}_{4}\right)} \\
& {\left[\mathbf{e}_{i}, \mathbf{e}_{4}\right]=0 \quad \text { for } i=1,2,3 .}
\end{aligned}
$$

## 6. CASE B: TYPE III AND N SPACES ADMITTING A NULL KBV.

Let $C{ }^{(3)}=0$ and suppose $K_{I I I} \neq 0 .\left(K_{I I I}=0\right.$ is a $p p$ wave and is discussed briefly in Appendix B.) If $K^{3} \neq 0$, then both $K^{1}$ and $K^{2}$ may be transformed to zero by letting $\beta=-\left(K^{2} / K^{3}\right)$ in (2.2). Then Eq. (4.6'c) gives $\Gamma_{423}=0$. Using $A$ and $B$ of (2.2) to transform $K_{\text {III }}$ to real function and $K^{3}=1$ simplifies Killing's equations. From (4.4) one finds $\Gamma_{341}=\Gamma_{342}=0$. But then (4.3) implies $K_{I I I}=$
$K^{4} \Gamma_{342}=0$. Hence, there is a contradiction, which shows that $K^{3}$ must be zero.
Suppose next that $K^{3}=0$ and $K_{\text {III }} \neq 0$. Then

$$
\begin{equation*}
\mathbf{K}=K^{1} \mathbf{e}_{1}+K^{2} \mathbf{e}_{2}+K^{4} \mathbf{e}_{\mathbf{4}} \tag{6.1}
\end{equation*}
$$

Equation (4.6'b) gives $\Gamma_{421}=0$, so that each of the spaces under consideration again fall into the class studied by Kundt. ${ }^{6}$ A transformation (2.2) can make $K_{\text {III }}$ a real function $a$.
First assume $K^{1}=0\left(\Rightarrow K^{2}=0\right)$. Then $K=K^{4} \mathbf{e}_{4}$ can be transformed to $K=\mathbf{e}_{4}$. Hence $K^{4}\left(=K_{3}\right)$ $=1$. Equation (4.6'c) then necessitates $a \Gamma_{423}=0$. Killing's equations (4.2) also give $a=\Gamma_{423}$.
Therefore, we obtain $a=0=K_{I I I}$, a contradiction. In summary, there is no way for $K_{\text {III }} \neq 0$ to be compatible with $K=K^{1} \mathbf{e}_{1}+K^{2} \mathbf{e}_{2}+K^{3} \mathbf{e}_{3}+K^{4} \mathbf{e}_{4}$ whenever $K^{3} \neq 0$ or whenever $K^{1}=K^{2}=K^{3}=0$. Hence, the only case left to explore (for $K_{\mathrm{III}} \neq 0$ ) is $K^{3}=0$ with $K^{1} \neq 0$.
Next consider (6.1) and assume $K^{1} \neq 0$. A transformation (2.2) can now take $K^{4}$ to zero in addition to taking $K_{\text {III }}$ to 1. The Killing vector then has the form

$$
\begin{equation*}
\mathbf{K}=K^{1} \mathbf{e}_{1}+K^{2} \mathbf{e}_{2} \tag{6.2}
\end{equation*}
$$

and is spacelike. The Bianchi identities (A4b) become
$-\Gamma_{423} C^{(2 \cdot} \cdot \epsilon^{3} \wedge \epsilon^{1} \wedge \epsilon^{2}$

$$
\begin{align*}
= & \left(C_{, 2}^{(2)}-2 C^{(2)} \Gamma_{312}\right) \epsilon^{3} \wedge \epsilon^{1} \wedge \epsilon^{2}+2 C^{(2)} \\
& \times \Gamma_{423} \epsilon^{4} \wedge \epsilon^{2} \wedge \epsilon^{3} \\
& \left.+(-C, 4)+2 C^{(2)} \Gamma_{341}\right) \epsilon^{3} \wedge \epsilon^{4} \wedge \epsilon^{1} \tag{6.3}
\end{align*}
$$

In particular it is seen that (6.3) implies

$$
\begin{equation*}
C^{(2)} \Gamma_{423}=0 \tag{6.4}
\end{equation*}
$$

Equation (4.6'c) gives

$$
\begin{equation*}
C^{(2)} K^{1}=2 \Gamma_{423} \tag{6.5}
\end{equation*}
$$

Hence $\Gamma_{423}=0$ if and only if $C^{(2)}=0$ and Eq. (6.4) gives

$$
\begin{equation*}
C^{(2)}=0=\Gamma_{423} \tag{6.6}
\end{equation*}
$$

Consequently the space is Petrov type $N$. Since $\Gamma_{423}$ (the "rotation" of $e_{4}$ ) is zero, this space is also a $p p$ wave by Kundt's characterization (Ref. 6, p. 79). In this case $e_{4}$ is also a Killing vector field, is a principal null vector for the KBV associated with (6.2), and is tangent to a ray conguence which is parallel.
Case B is then a $p p$ wave: the plane-fronted gravitational wave solution which is Petrov type $N$ and has parallel rays. If one continues to examine the subcase (6.2), all equations can be satisfied so that both $K=K^{1} \mathbf{e}_{1}+K^{2} \mathbf{e}_{2}$ and $K=K^{4} \mathbf{e}_{4}$ may
coexist in the same type $-N$ space, both having null Killing bivectors.

## 7. APPLICATIONS TO THE STUDY OF GEODESIC KILILING VECTORS

In this discussion, it is still assumed that $\mathcal{E}$ is a vacuum space-time ( $R_{a b}=0$ ) and that flat space is excluded.

Theorem 1: Let $\mathscr{E}$ be a vacuum space-time and let $\mathbf{K}=K^{a} \mathbf{e}_{a}$ be a geodesic Killing vector field. Then (1) $K$ is lightlike, (2) $K$ is geodesic and shearfree, (3) $\mathcal{E}$ is algebraically special.

## Proof: That $\mathbf{K}$ is geodesic implies

$$
\begin{equation*}
K_{a ; b} K^{b}=f \bullet K_{a} \tag{7.1}
\end{equation*}
$$

for some scalar $f$. If $K_{a ; \delta}$ defines a null bivector over $\mathcal{E}$, then $\mathcal{E}$ must be algebraically special by Theorem 2 in Ref.1. The eigenvalue problem for a null bivector necessitates $f \equiv 0$ above. In Sec. 5 the Killing vector field $K$ is necessarily lightlike, geodesic, and shear-free with $K_{\text {III }} \neq 0$. In Sec. 6 , one possibility for $K$ is $K=K^{4} \mathbf{e}_{4}$, which is lightlike, geodesic, shear-free, with $K_{\text {III }}=0=K_{3!1}$. The other possibility here is the spacelike $K={ }_{K}{ }^{1} \mathbf{i}_{\mathbf{e}_{1}}+$ $K^{2} \mathrm{e}_{2}$, with (7.1) implying

$$
\begin{equation*}
K_{3 ; 1} K_{2}+K_{3 ; 2} K_{1}=0 \tag{7,2}
\end{equation*}
$$

Equation (7.2) is to be preserved under the subgroup of (2.2), with $\alpha=\beta=0$; i.e., $A$ and $B$ are arbitrary real parameters. Since

$$
K_{3 ; ; 1}=\exp (-A-i B) K_{3 ; 1}
$$

and

$$
K_{2},=\exp (i B) K_{2}
$$

then

$$
\begin{equation*}
e^{A} K_{3 ; 1} K_{2}+e^{-A} K_{3 ; 2} K_{1}=0 \tag{7.3}
\end{equation*}
$$

Letting $K_{3 ; 1}=a e^{i \theta}$ and $K_{2} K e^{i \phi},(7.3)$ is equivalent to

$$
\begin{equation*}
a=0 \text { or } K=0 \text { or } \sin (\theta+\phi)=\cos (\theta+\phi)=0 \tag{7,4}
\end{equation*}
$$

since $A \equiv 0$ is impossible. Clearly, none of (7.4) is possible since $K_{\text {III }} \neq 0$ and $K \neq 0$ are assumed. Consequently, the spacelike Killing vector field of Sec. 6 is not geodesic. Hence all geodesic Killing vector fields with a null KBV are lightlike.
If $K_{a ; b}$ defines a nonnull bivector over $\mathcal{E}$, then it can be shown (see Ref. 1) that $K$ being geodesic allows only for $K$ to be lightlike and tangent to one of the principal null congruences of $K_{a ; b}$. Furthermore, $K_{(a ; b)}=0 \Rightarrow K$ is shear-free. Hence $\mathcal{E}$ is algebraically special by the Goldberg-Sachs theorem; K must then be a multiple Debever vector field.

QED
Theorem 2: Let $\mathcal{E}$ be a vacuum space-time and let $K=K^{a^{c}}{ }_{a}$ be a (lightlike) geodesic Killing vector
field. Then the associated Killing bivector $K_{a ; b}$ is null and the space represents an expansion-free radiation field. ${ }^{6}$ Furthermore, the only such spaces which are not $p p$ waves are those encountered in Sec. 5. (That is, there are no geodesic Killing vectors in a space-time $R_{a b}=0$ which generate a nonnull bivector.)

Proof: After the work of Theorem 1 it is necessary only to show that the nonnull KBV studied in Ref. 1 is incompatible with any geodesic Killing vector. It was shown in Ref. 1 that if $\mathbf{e}_{3}$ and $\mathbf{e}_{4}$ are tangent to principal null congruences for the nonnull $K B V$, then $K$ being geodesic implies $K=K^{3} \mathbf{e}_{3}$ or $K=K^{4} \mathbf{e}_{4}$. Take first $K=K^{4} \mathbf{e}_{4}$ and say that $e_{4 \mu}=K_{\mu}$, so that $K_{\mu ; \nu}=e_{4 \mu: \nu}$. (The argument for $\mathrm{K}=K^{3} e_{3}$ is completely analogous.) Then

$$
\begin{equation*}
\Gamma_{4 a b}=-K_{\mu: \nu} e_{a}^{\mu} e_{b}^{\nu} \tag{7.5}
\end{equation*}
$$

But $K_{(\mu ; \nu)}=0$, so that $\Gamma_{4 a b}=\Gamma_{4[a b]}$ and, hence,

$$
\begin{equation*}
\Gamma_{4(a b)}=0 \tag{7.6}
\end{equation*}
$$

So $\Gamma_{411}=\Gamma_{422}=\Gamma_{433}=0$. Furthermore (7.6) implies $\Gamma_{4 a 4}=0$; therefore $\Gamma_{414}=\Gamma_{424}=\Gamma_{434}$ $=0$. Since now $C^{(5)}=C^{(4)}=0$ is implied here, the integrability conditions on Killing's equations corresponding to (3.3) necessitate $\Gamma_{423}=\Gamma_{421}=$ $\Gamma_{412}=\Gamma_{413}=0$. Since $K_{\mu ; \nu}=K_{\mu, \nu]}$, these relations all imply $\Gamma_{4 a b}=0$. Therefore, the independence of $\left\{\mathbf{e}_{a}\right\}$ gives $K_{[\mu ; \nu]}=0$ and so $K_{\mu: \nu}=0$, contrary to $K_{a ; b}$ being nonnull. Hence, a nonnull KBV (studied in Ref. 1) excludes completely any geodesic Killing vector fields. Theorem 3 of Ref. 1 can then be stated more strongly: $\mathbf{K}$ is a Killing vector and $K_{a ; b}$ is a nonnull $K B V \Rightarrow K$ is not geodesic.

QED
Covollary to Theorem 2: There are no Petrov type-III vacuum space-times admitting a geodesic Killing vector field.

Proof: Sections 5 and 6 exhaust all possibilities for geodesic Killing vectors.
If the geodesic Killing vector belongs to a space more general than a $p p$ wave (type $N$ ), then it must belong to one of the spaces in Sec. 5.

QED
The following global result can now be stated:
Theorem 3: Let $\mathcal{E}$ be a vacuum space-time and let $K$ be a (lightlike) geodesic Killing vector field. Then (as a vector field over $\mathcal{E}$ ) $\mathbf{K}$ is complete.

Proof: This follows from results of Boyer.?

## 8. CONCLUSIONS

From the present study, it can be seen that "most" vacuum space-times with a symmetry (Killing vector field) possess a Killing bivector which is nonnull. Those space-times admitting a symmetry whose associated bivector is null fall into a very narrow
category the algebraically special spaces whose Debever vector field is also a Killing vector, and consequently is expansion-free. These were called the expansion-free radiation fields by Kundt. ${ }^{6}$
Further analysis of the null KBV yields the fact that both Petrov type-II and type-D spaces are allowed. However, types more special than this all turn out to be the plane-fronted gravitational waves with parallel rays, the $p p$ waves, and are all Petrov type $N$. Hence, no type-III spaces contain a null KBV.
The earlier work of the author ${ }^{1}$ plus work in this paper go to characterize the geodesic Killing vector in a vacuum space-time. Such a Killing vector can be found only in those (nonflat) spaces which are expansion-free radiation fields. The associated Killing bivector for this case is necessarily null.
Kerr and the author ${ }^{8}$ studied vacuum space-times which (1) were algebraically special, (2) possessed an expanding multiple Debever vector field, and (3) admitted a Killing vector field. Since $e_{4}$ in Secs. 5 and 6 of this work is expansion-free, the bivector associated with each Killing vector field in Ref. 8 must then be nonnull.

## APPENDIX A: STRUCTURE EQUATIONS AND BIANCHI IDENTITIES FOR A VACUUM SPACE-TIME

In the complex null tetrad approach, the following components of the Riemann tensor are the conformal scalars for $R_{a b}=0$ :
$C^{(5)}=2 R_{4242}$,
$C^{(4)}=R_{4212}+R_{4234}$,
$C^{(3)}=\frac{1}{2}\left(R_{1212}+2 R_{1234}+R_{3434}\right)=2 R_{4231},(A 1)$
$C^{(2)}=R_{3112}+R_{3134}$,
$C^{(1)}=2 R_{3131}$.
The space is algebraically special if and only if there exists a tetrad for which $C^{(5)}=C^{(4)}=0$ or $C^{(1)}=C^{(2)}=0$. Related to this, the GoldbergSachs theorem ${ }^{3}$ states that the space is algebraically special if and only if there exists a geodesic and shear-free lightlike vector field; such a field is $\mathbf{e}_{4}$ whenever $C^{(5)}=C^{(4)}=0$ and $\mathbf{e}_{3}$ whenever $C^{(1)}=C^{(2)}=0$.
In order to introduce the connection coefficients for the space, the first structure equations are given by

$$
\begin{equation*}
d \epsilon^{a}=\Gamma^{a}{ }_{b c} \epsilon^{b} \wedge \epsilon^{c}=\Gamma^{a}{ }_{[b, c]} \epsilon^{b} \wedge \epsilon^{c}, \tag{A2}
\end{equation*}
$$

where the $\Gamma^{a}{ }_{b c}$ are the connection coefficients. They have the properties $\Gamma_{a b c}=-\Gamma_{b a c c}$, where $\Gamma_{a b c} \equiv$ $g_{a m} \Gamma^{m}{ }_{b c}$, and are not necessarily skew symmetric in ( $b c$ ). This also defines the connection 1 -form $\Gamma_{a b} \equiv \Gamma_{a b c} \epsilon^{c}$.

The second structure equations are equations involving 2 -forms. These are

$$
\begin{equation*}
d \Gamma_{a b}+\Gamma_{a m} \Lambda \Gamma_{b}^{m}=\frac{1}{2} Q_{a b} \tag{A3}
\end{equation*}
$$

where $\mathcal{R}_{a b} \equiv R_{a b c d} \epsilon^{c} \Lambda \epsilon^{d}$, the curvature 2-forms. In terms of the notation of basis bivectors (see Sec. 2 and Ref. 1) these become

$$
\begin{align*}
& d \Gamma_{I}+2 \Gamma_{\mathrm{I}} \wedge \Gamma_{\mathrm{II}}=\frac{1}{2} Q_{\mathrm{I}} \\
& d \Gamma_{\mathrm{II}}+\Gamma_{\mathrm{I}} \wedge \Gamma_{\mathrm{III}}=\frac{1}{2} Q_{\mathrm{II}} \\
& d \Gamma_{\mathrm{III}}+2 \Gamma_{\mathrm{II}} \wedge \Gamma_{\mathrm{III}}=\frac{1}{2} \Omega_{\mathrm{III}}
\end{align*}
$$

plus their complex conjugates.
The Bianchi identities are easily obtained by taking the exterior derivatives of (A3) above. Hence we have

$$
\begin{align*}
& d R_{\mathrm{I}}=2 Q_{\mathrm{I}} \wedge \Gamma_{\mathrm{II}}-2 \Gamma_{\mathrm{I}} \wedge R_{\mathrm{II}}  \tag{A4a}\\
& d R_{\mathrm{II}}=R_{\mathrm{I}} \wedge \Gamma_{\mathrm{III}}-\Gamma_{\mathrm{I}} \wedge Q_{\mathrm{III}}  \tag{A4b}\\
& d Q_{\mathrm{III}}=2 Q_{\mathrm{II}} \wedge \Gamma_{\mathrm{III}}-2 \Gamma_{\mathrm{II}} \wedge Q_{\mathrm{III}} \tag{A4c}
\end{align*}
$$

In a vacuum space-time the curvature 2 -forms in Eq. (A3) become

$$
\begin{align*}
& \frac{1}{2} \mathcal{R}_{\mathrm{I}}=\frac{1}{2}\left[C^{(5)} \epsilon^{4} \wedge \epsilon^{2}\right. \\
& \left.\quad+C^{(4)}\left(\epsilon^{1} \wedge \epsilon^{2}+\epsilon^{3} \wedge \epsilon^{4}\right)+C^{(3)} \epsilon^{3} \wedge \epsilon^{1}\right]  \tag{A5a}\\
& \begin{aligned}
\frac{1}{2} \mathbb{R}_{\mathrm{II}} & =\frac{1}{2}\left[C^{(4)} \epsilon^{4} \wedge \epsilon^{2}\right. \\
& \left.+C^{(3)}\left(\epsilon^{1} \wedge \epsilon^{2}+\epsilon^{3} \wedge \epsilon^{4}\right)+C^{(2)} \epsilon^{3} \wedge \epsilon^{1}\right] \\
\frac{1}{2} \mathbb{R}_{\text {III }} & =\frac{1}{2}\left[C^{(3)} \epsilon^{4} \wedge \epsilon^{2}\right. \\
\quad & \left.+C^{(2)}\left(\epsilon^{1} \wedge \epsilon^{2}+\epsilon^{3} \wedge \epsilon^{4}\right)+C^{(1)} \epsilon^{3} \wedge \epsilon^{1}\right]
\end{aligned}
\end{align*}
$$

It is this latter formulation that is most useful for calculations.

## APPENDIX B: THE PLANE-FRONTED WAVES

A trivial case of the Killing vector field $\mathbf{K}=$ $K^{\mu} \partial_{\mu}$ having a null KBV is where $K_{\mu ; \nu}=0$. This means that $\mathbf{K}$ is a parallel vector field and, by an argument of Ehlers and Kundt, ${ }^{9}$ is necessarily lightlike. (This case was also mentioned in passing while setting up the more general problem in Ref. 1.)
Ehlers and Kundt ${ }^{9}$ define the plane-fronted gravitational waves as being those solutions to the vacuum field equations which are of Petrov type $N$ and possess a hypersurface orthogonal, shearfree, expansion-free (lightlike) ray congruence. The plane-fronted waves with parallel rays, the $p p$ waves, have the additional property that the ray congruence is recurrent. That is, if $k^{\mu}$ is tangent to the ray convergence, then $k_{\mu ; \nu}=\gamma k_{\mu} k_{\nu}$, where $\gamma$ is a scalar.
Six characterizations for a $p p$ wave are cited in Ref. 8, with three actually proved. Furthermore, a $p p$ wave has the metric

$$
d s^{2}=d x^{2}+d y^{2}+2 d u d v+2 H(x, y, u) d u^{2}
$$

where the four coordinates form a (real) harmonic system and the scalar $H$ satisfies $H_{x x}+H_{y y}=0$. The contravariant vector $\partial_{v}$ is a covariant constant Killing vector field.
A result useful for the work in the present paper was mentioned by Kundt ${ }^{6}$ : The expansion-free radiation fields with vanishing rotation have parallel rays; if the space is also Petrov type $N$, it is necessarily a $p p$ wave.
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# An Explicit Basis for the Reduction $U(n+m) \downarrow U(n) \times U(m)^{*}$ <br> Jouko Mickelsson ${ }^{\dagger}$ <br> Institute of Theoretical Physics, Fack, S-402 20, Göteborg 5, Sweden (Received 8 April 1971) 

We construct lowering operators associated with the multiplicity pattern obtained in a previous paper [J. Math. Phys.11, 2803 (1970)] for the labeling of the basis vectors in the reduction of an irreducible representation of $U(n+m)$ with respect to $U(n) \times U(m)$. Every basis vector can be written as a product of lowering operators acting on the highest-weight vector.

## 1. INTRODUCTION

Nagel and Moshinsky ${ }^{1}$ have some years ago constructed a set of operators which can be used for lowering the irreducible vector spaces of $U(n-1)$ contained in an irreducible vector space of $U^{\prime}(n)$. With the help of these operators, one can write every basis vector as a product of lowering opertors acting on the state of highest weight.
In this paper we construct a set of operators which can be used for lowering the irreducible vector spaces of $U(n) \times U(m)$ in an irreducible representation of $U(n+m)$. Here $U(m)$ is the subgroup of $U(n+m)$ which transforms the first $m$ components of a vector in the defining representation of $U(n+$ $m$ ) and correspondingly $U(n)$ transforms the last $n$ components. For the labeling of the various IR's of $U(n) \times U(m)$ (which have generally a multiplicity bigger than one) in an IR of $U(n+m)$, we use a pattern which we derived in a previous paper. ${ }^{2}$ Every semimaximal state [ $=$ a basis vector of highest weight with respect to $U(n) \times U(m)$ in an IR of $U(n)$ $\times U(m)]$ can be written as a product of lowering operators acting on the highest-weight vector. An arbitrary basis vector may then be obtained by acting with the canonical lowering operators of $U(n)$ and $U(m)$ on the semimaximal states.
Work on similar lines has previously been done by Devi and Venkatarayudu in Ref. 3, where they have explicitly constructed the basis vectors using a boson operator realization for the cases $U(4) \downarrow U(2)$ $\times U(2)$ and $U(6) \downarrow U(3) \times U(3)$.

The knowledge of the explicit form of the basis vectors is important at least in
(i) the calculation of the matrix element of the generators.
(ii) the calculation of the Wigner coefficients for $U(n)$.

When reducing the direct product of two irreducible representations of $U(n)$ to irreducible constituents, one is led to consider representations of $U(2 n)$ in the chain $U(2 n) \supset U(n) \times U(n) .{ }^{4}$

Finally let us mention that the knowledge of the explicit form of the IR's of $U(n+m)$ in the chain $U(n+m) \supset U(n) \times U(m)$ is useful when constructing representations of the noncompact groups $U(n, m)$. If one has a UIR (unitary irreducible representation) of $U(n+m)$ in this chain, then one may find UIR's of the group $U(n, m)$ in the chain $U(n, m) \supset U(n) \times U(m)[U(n) \times U(m)$ is the maximal compact subgroup] by letting some of the labels take complex values.

## 2. DEFINITIONOFTHE LOWERINGOPERATORS

We consider an irreducible representation (IR) of $U(n+m)$ characterized by the highest weight ( $\lambda_{1}$, $\lambda_{2}, \ldots, \lambda_{n+m}$ ). According to Ref. 2 the Gel'fandZetlin (GZ) patterns of the subgroups $U(n)$ and $U(m)$ together with the pattern given below can be used for labeling of a complete set of basis vectors in the representations space:

$$
\left[\begin{array}{lllll}
\lambda_{m} & \lambda_{m+1} & \lambda_{m^{+} 2} & \cdots & \lambda_{m+n}  \tag{2.1}\\
\lambda_{m-1} & k_{1}^{m-1} & k_{2}^{m-1} & \cdots & k_{n}^{m-1} \\
\lambda_{m-2} & k_{1}^{m-2} & k_{2}^{m-2} & \cdots & k_{n}^{m-2} \\
\cdot & \cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdot & & \cdot \\
\cdot & \cdot & \cdot & & \cdot \\
\lambda_{1} & k_{1}^{1} & k_{2}^{1} & \cdots & k_{n}^{1} \\
& l_{1} & l_{2} & \cdots & l_{n} \cdot
\end{array}\right]
$$

There are two rules restricting the range of the labels (which are all integers):
(i) Every number in the pattern is less than or equal to the number above its left and greater than or equal to the number above it;
(ii) $S_{j}^{i} \geq S_{j}^{i+1}, j=1,2 \ldots, n$ and $i=1,2, \ldots, m-1$. $S_{j}^{i}$ is the sum of the $j$ first numbers on the $(i+1)$ th row from the bottom minus the sum of numbers immediately below right. For example, $S 1=\lambda_{1}-$ $l_{1}$ and $S_{3}^{2}=\lambda_{2}+k_{1}^{2}+k_{2}^{2}-k_{1}^{1}-k_{2}^{1}-k_{3}^{1}$. When reading the pattern (2.1) from left to right in an arbitrary row, the numbers never increase, and when reading from top to bottom in any column the numbers never decrease. $\left(l_{1}, l_{2}, \ldots, l_{n}\right)$ is a highest weight characterizing an IR of $U(n)$ and correspondingly ( $j_{1}, j_{2}, \ldots, j_{m}$ ) labels the IR's of the $U(m)$ subgroup, where
$j_{v}=S_{n}^{v}+k_{n}^{v}, \quad k_{n}^{m} \equiv \lambda_{n+m}, \quad v=1,2, \ldots, m$.
Because every basis vector can be obtained by acting with the known lowering operators ${ }^{1}$ of the subgroups $U(n)$ and $U(m)$ on a semimaximal basis vector, we can restrict our attention from now on to these vectors. For the semimaximal states we can drop the GZ patterns associated with $U(n)$ and $U(m)$ and we can denote them solely by (2.1)
We denote the generators of $U(n+m)$ by $E_{j}^{i}, i, j=$ $1,2,3, \cdots, n+m, E_{i}^{i}=H_{i}$. They fulfill the commutation relations

$$
\begin{equation*}
\left[E_{j}^{i}, E_{l}^{k}\right]=\delta_{j k} E_{l}^{i}-\delta_{i l} E_{j}^{k} \tag{2.3}
\end{equation*}
$$

The $H_{i}$ 's span the Cartan subalgebra. In unitary representation the hermiticity condition

$$
\left(E_{j}^{i}\right)^{\dagger}=E_{i}^{j}
$$

is satisfied. Generators $E\}$ with $i<j$ are raising generators for the weights and the $E_{j}^{i}$ with $i>j$ are lowering generators. The generators with the indices less than or equal to $m$ span the algebra of the subgroup $U(m)$ and the ones with indices greater than $m$, the algebra of $U(n)$. For any semimaximal state |s.m.> one has

$$
\begin{align*}
& E_{j}^{i} \mid s . m .>=0, \quad \text { if } i<j \\
& \text { and } i, j=1,2, \ldots, m  \tag{2.4}\\
& \text { or } i, j=m+1, m+2, \ldots, m+n, \\
& H_{i}\left|s . m .>=j_{i}\right| s . m .>, \quad \text { if } i=1,2, \ldots, m, \\
& H_{i}\left|s . m .>=l_{i-m}\right| s . m .> \\
& \text { if } i=m+1, m+2, \ldots, m+n .
\end{align*}
$$

For the highest-weight vector $|M\rangle$ one has

$$
\begin{align*}
& E_{j}^{i} \mid M>=0, \quad \text { if } i<j, i, j=1,2, \ldots, m+n,  \tag{2.5}\\
& H_{i}\left|M>=\lambda_{i}\right| M>, \quad i=1,2, \ldots, m+n .
\end{align*}
$$

Comparing (2.1), (2.4'), and (2.5') one concludes
$\left\lvert\, M>=\left[\begin{array}{lllll}\lambda_{m} & \lambda_{m+1} & \lambda_{m^{+2}} & \cdots & \lambda_{m+n} \\ \lambda_{m-1} & \lambda_{m+1} & \lambda_{m+2} & \cdots & \lambda_{m+n} \\ \vdots & \vdots & \vdots & & \vdots \\ \lambda_{1} & \lambda_{m+1} & \lambda_{m+2} & \cdots & \lambda_{m+n} \cdot \\ & \lambda_{m+1} & \lambda_{m+2} & \cdots & \lambda_{m+n}\end{array}\right]\right.$
Let us now assume that we have found a set of operators $\left\{L_{j}^{i}, j=1,2, \ldots, m\right.$ and $i=m+1, m+2$, $\ldots, m+n\}$, which are polynomials in the generators and which satisfy the following equations:

$$
\begin{align*}
& {\left[E_{l}^{k}, L_{j}^{i}\right] \mid s . m .>=0, \quad \text { if } k<l} \\
&  \tag{2.7}\\
& \quad \text { and } k, l=1,2, \ldots, m
\end{align*}
$$

or $k, l=m+1, m+2, \ldots, \quad m+n$,
$\left[H_{k}, L_{j}^{i}\right]=\left(\delta_{k i}-\delta_{k j}\right) L_{j}^{i}, \quad k=1,2, \ldots, m+n$.

Equation (2.7) says that when acting with $L_{j}^{i}$ on a semimaximal state the result contains only semimaximal states. Because of Eq. (2.7') we call the $L_{j}^{i}$ the lowering operators. Using the lowering operators one can give an operational definition for the general semimaximal state by writing

$$
\begin{align*}
& {\left[\begin{array}{lllll}
\lambda_{m} & \lambda_{m+1} & \lambda_{m+2} & \cdots & \lambda_{m+n} \\
\lambda_{m-1} & k_{1}^{m-1} & k_{2}^{m-1} & \cdots & k_{n}^{m-1} \\
\lambda_{m-2} & k_{1}^{m-2} & k_{2}^{m-2} & \cdots & k_{n}^{m-2} \\
\vdots & & & & \vdots \\
\lambda_{1} & k_{1}^{1} & k_{2}^{1} & \cdots & k_{n}^{1} \\
& l_{1} & l_{2} & \cdots & l_{n}
\end{array}\right]} \\
& =\prod_{i_{1}=m+1}^{m+n}\left(L_{1}^{i_{1}}\right)^{l_{i_{1}}-m-k_{i_{1}}^{1}-m} \prod_{i_{2}=m+1}^{\prod_{m}^{n}}\left(L_{2}^{i_{2}}\right)^{k_{i_{2}}^{1}-m-k_{i_{2}-m}^{2}} \\
& \times \ldots \times \prod_{i_{m-1}=m+1}^{m+n}\left(L_{m-1}^{i_{m-1}}\right)^{k \sum_{i-1}^{m-2}}-m-k_{i_{m-1}^{m-1}}-m \\
& \times{ }_{i_{m}=m^{+1}}^{\prod_{m}^{+n}}\left(L_{m}^{i_{m}}\right)^{k_{i_{m}}^{m}-m-\lambda_{m}}|M\rangle . \tag{2.8}
\end{align*}
$$

(However, this basis is in general nonorthogonal.) In (2.8) we can choose the following convention for the order of the $L \underset{i}{i}$ with different values of the index $i$ but with the same value of $j$ : If one reads the formula (2.8) from the left to the right, the index $i$ decreases. From (2.8) one can see that the effect of a single operator $L_{j}^{i}$ is the following:

$$
\begin{align*}
& L\left[\begin{array}{llllllll}
\lambda_{j} & k_{1}^{j} & \cdots & k_{i-m-1}^{j} & k_{i-m}^{j} & k_{i-m+i}^{j} & \cdots & k_{n}^{j} \\
\lambda_{j-1} & k_{1}^{j-1} & \cdots & k_{i-m-1}^{j-1} & k_{i-m}^{j-1} & k_{i-m}^{j}+1 & \cdots & k_{n}^{j}
\end{array}\right] \\
& =\left[\begin{array}{lllllll}
\lambda_{j} & k_{i}^{j} & \cdots & k_{i-m}^{j-1} & k_{i-m}^{j} & k_{i m^{\prime}+1}^{j} & \cdots \\
\lambda_{j-1} & k_{1}^{j-1} & \cdots & k_{n}^{j-1} & k_{i^{-}-1}^{j-1} & k_{i-m}^{j-1}+1 & k_{i m^{+}}^{j} \\
j_{j} & \cdots & k_{n}^{j}
\end{array}\right], \\
& k_{i}=l_{i} \tag{2.9}
\end{align*}
$$

The two-rowed pattern in Eq. (2.9) means the subpattern consisting of the rows beginning with $\lambda_{j-1}$ and $\lambda_{j}$ of the pattern (2.1) describing a semimaximal state for which $l_{v}=k_{v}^{1}=k_{v}^{2}=\cdots=$ $k_{v}^{j-1}, v=1,2, \ldots, n$. The operators $L_{j}^{i}$ given by the formula (3.1) in Sec. 3 satisfy

$$
\begin{align*}
& {\left[L_{j}^{i}, L_{j}^{i \prime}\right] \mid \mathrm{s} . m .>=0} \\
& \quad j=1,2, \ldots, m, i, i^{\prime}=m+1, m+2, \ldots, m+n \tag{2,10}
\end{align*}
$$

The proof of Eq. (2.10) for the $L_{i}^{i}$ given by (3.1) is given in the Appendix. Using (2.10), one sees that these operators have a stronger property than (2.9), namely


## 3. CONSTRUCTION OF THE LOWERING OPERATORS

In a similar way as it was done in Ref. 1 for the canonical case $U(n) \supset U(n-1)$, we search for a polynomial in the generators $E_{j}^{j}$ which satisfies
(2.7) and (2.7'). If we put $L_{i}^{i}$ equal to a sum of terms of the type $E_{l_{1}}^{i} E_{l_{2}}^{l} \cdots E_{l s}^{l s-1} E_{j}^{l s}$ with some unknown coefficients containing elements from the Cartan subalgebra, then (2.7') is automatically satisfied. We have found that if we put

$$
\begin{align*}
L_{j}^{i}= & \prod_{\mu=m^{+1}}^{i-1}\left(\mathcal{E}_{i \mu}-1\right) \prod_{v=1}^{m} \mathcal{E}_{j v} \sum_{p=0}^{i-m-1} \sum_{\mu_{p}>\mu_{p-1}>\ldots>\mu_{1}=m+1}^{i-1}\left(\prod_{k=1}^{p} \frac{1}{\mathcal{E}_{i \mu_{k}}-1}\right)_{q=0}^{m-j} \sum_{v_{q}>v_{q-1}>\ldots>v_{1}=j^{+1}}^{m}\left(\prod_{l=1}^{q} \frac{1}{\mathcal{E}_{j v_{l}}}\right) \\
& \times E_{\mu_{p}}^{i} E_{\mu_{p-1}}^{\mu_{p}} \ldots E_{\mu_{1}}^{\mu_{2}} E_{v_{q}}^{\mu_{1}} E_{v_{q-1}}^{v} \ldots E_{v_{1}}^{v_{2}} E_{j}^{v}, j=1,2, \ldots m, i=m+1, m+2, \ldots m+n  \tag{3.1}\\
& \text { where } \mathscr{E}_{k l}=H_{k}-H_{l}+l-k,
\end{align*}
$$

then also (2.7) is fulfilled. Note that (3.1) is not the only solution of Eqs. (2.7) and (2.7') but it seems to be the simplest solution. By comparing (3.1) with (2.27b ) and (2.27a ") in Ref.1, one notices the following:
(1) The $L_{j}^{m+1} \mathrm{~s}, j=1,2, \ldots m$, are the lowering operators for irreducible vector spaces of $U(m)$ in an UIR of $U(m+1)$.
(2) If the index shifts $m+k \rightarrow k$ and $m \rightarrow n+1$, $k=1,2, \ldots, n$, are made in the operator $L_{m}^{i}$, the result is a raising operator for the subgroup $U(n)$ of the group $U(n+1)$.
We now prove that (3.1) indeed satisfies (2.7). Consider first the commutators $\left[E{ }_{l}^{k}, L_{j}^{i}\right]$ for $k, l=1$, $2, \ldots, m$ and $k<l$. We take an arbitrary term in the sums over $p$ and the $\mu_{k}$ in (3.1). Because $E_{i}^{k}$ commutes with the algebra of $U(n)$, we conclude that $\left[E_{l}^{k}, L_{j}^{i}\right] \mid s . m .>=0$ If

$$
\begin{aligned}
& \quad\left[E_{l}^{k}, L_{j}\left(\mu_{1}\right)\right] \mid s . m .>=0, \\
& \text { where } \\
& L_{j}\left(\mu_{1}\right)=\prod_{v=j^{+1}}^{m} \delta_{j v} \sum_{q=0}^{m-j} v_{q}>v_{q-1}>\sum_{\cdot>v_{1}=j+1}^{m} \\
& \quad \times\left(\prod_{l=1}^{q} \frac{1}{\delta_{j v_{l}}}\right) E_{v_{q}}^{\mu_{1}} E_{v_{q-1}}^{v_{q}} \cdots E_{v_{1}}^{v_{2}} E_{j}^{v_{1}}, \quad \mu_{1} \geqq m+1 .
\end{aligned}
$$

We have dropped the elements from the algebra of Un. By $\mid s . m .>$ we again denote an arbitrary semimaximal state. But $L_{i}\left(\mu_{1}\right)$ is the lowering operator for the $j$ th weight of a UIR of $U(m)$ in a UIR of $U(m+1)$ [see Eq. (2.27b') in Ref. 1]. Here the ( $m+1$ )th component of a basis vector in the defining representation is denoted by the symbol $\mu_{1}$ instead of the number $m+1$. It then follows from Ref. 1 [see Eq. (2.13')] that (3.2) is valid.
The proof of (2.7) for $k, l=m+1, m+2, \ldots$, $m+n, k<l$, goes on similar lines. We take an arbitrary term in the sums over $q$ and the $v_{k}$ in
a.)
c)
b)

d)


FIG 1. The operator $L \frac{5}{2}$ when $m=3$.
(3.1). After dropping factors from the algebra of $U(m)$ (which commutes with $E_{l}^{k}$ ), we see that
$\left[E_{l}^{k}, L_{j}^{i}\right], \mid s . m .>=0$ if

$$
\begin{equation*}
\left[E_{l}^{k}, L^{i}\left(v_{q}\right)\right] \mid s . m .>=0 \tag{3.3}
\end{equation*}
$$

where

$$
\begin{aligned}
& L^{i}\left(v_{q}\right) \\
&=\prod_{\mu=\underline{m+1}}^{i-1}\left(\mathcal{E}_{i \mu}-1\right) \sum_{p=0}^{i-m-1} \quad \sum_{\mu_{p}>\mu_{p-1}}^{i-1}>\cdots>\mu_{1}=m+1 \\
&\left(\prod_{k=1}^{p} \frac{1}{\mathcal{E}_{i \mu_{k}}-1}\right) E_{\mu_{p}}^{i} E_{\mu_{p-1}}^{\mu_{p}} \cdots E_{\mu_{1}}^{\mu_{2}} E_{v_{q}}^{\mu_{1}}, \quad v_{q} \leq m .
\end{aligned}
$$

Using the commutation relations one can write

$$
\begin{aligned}
L^{i}\left(v_{q}\right)= & \sum_{p=0}^{i-m-1} \sum_{\mu_{p}>\mu_{p-1}>}^{i-1} \sum_{>\mu_{1}=m^{+1}} E_{\mu_{p}}^{i} E_{\mu_{p-1}}^{p_{p}} \\
& \times \ldots \times E_{\mu_{1}}^{\mu_{2} \cdot E_{v_{q}}^{\mu_{j}} \prod_{k=1}^{p} \frac{1}{\mathcal{E}_{i \mu_{k}}} \prod_{\mu=m^{+}}^{i-1}} \mathcal{E}_{i \mu}, v_{q} \leq m
\end{aligned}
$$

One can associate with the generators $E_{B}^{A}, A, B=$ $m+1, m+2, \ldots, m+n-1, m+n, v_{q}, \operatorname{agroup}_{A}$ $U(n+1)$. The group $U(n)$ associated with the $E_{B}^{A}$ with $A$ and $B$ different from $v_{q}$ is the canonical subgroup $U(n)$. Comparing (3.4) with (2.27a") in Ref. 1, one sees that $L i\left(v_{q}\right)$ is a raising operator for this $U(n)$ subgroup. It then follows that (3.3) is fulfilled [see Eq. (2.13") in Ref.1]. We have now fully proven (2.7).
There exists a nice illustration for $L_{j}^{t}$ by means of simple diagrams. First draw a straigit line with $i-j+1$ dots labeled by numbers from $j$ to $i$, decreasing from left to right. Choose then $k$ dots ( $0 \leq k \leq i-j-1$ ) between the dots $i$ and $j$ in every possible way and connect them to each other and to the dots $i$ and $j$ by curves. Associate then with every diagram a term in the operator $L j$ as follows: With each free dot $v$ associate a factor $\mathcal{E}_{i v}$ 1 if $v \geq m+1$ and a factor $\mathscr{\delta}_{j v}$ if $v \leqq m$. For each curve connecting two dots, say $k$ and $l, k>l$, write a factor $E_{l}^{k}$ in the same order from the left to the right as in the diagram. As an example, let us find $L_{2}^{5}$ when $m=3$.
The diagram (a) in Fig. 1 does not contain any
free dots and the contribution from the curves is equal to $E_{4}^{5} E_{3}^{4} E_{2}^{3}$. Dot 4 in diagram (b) is free and it gives a factor $H_{5}-\mathrm{H}_{4}-2$. The total contribution to $L_{2}$ from (b) is then ( $\mathrm{H}_{5}-H_{4}-2$ ) $E_{3}^{5} E_{2}^{3}$. After calculating in a similar way (c) and (d) one gets

$$
\begin{aligned}
L_{2}^{5}= & E_{4}^{5} E_{3}^{4} E_{2}^{3}+\left(H_{5}-H_{4}-2\right) E_{3}^{5} E_{2}^{3} \\
& +\left(H_{2}-H_{3}+1\right) E_{4}^{5} E_{2}^{4} \\
& +\left(H_{5}-H_{4}-2\right)\left(H_{2}-H_{3}+1\right) E_{2}^{5}
\end{aligned}
$$

We finally list all the lowering operators needed in the reduction $U(4) \downarrow U(2) \times U(2)$ (the simplest case possessing nontrivial multiplicity).

$$
\begin{aligned}
L_{2}^{3}= & E_{2}^{3}, \\
L_{1}^{3}= & E_{3}^{3} E_{1}^{2}+\left(H_{1}-H_{2}+1\right) E_{1}^{3}, \\
L_{2}^{4}= & E_{3}^{4} E_{2}^{3}+\left(H_{4}-H_{3}-2\right) E_{2}^{4}, \\
L_{1}^{4}= & E_{3}^{4} E_{2}^{3} E_{1}^{2}+\left(H_{1}-H_{2}+1\right) E_{3}^{4} E_{1}^{3} \\
& +\left(H_{4}-H_{3}-2\right) E_{2}^{4} E_{1}^{2} \\
& +\left(H_{4}-H_{3}-2\right)\left(H_{1}-H_{2}+1\right) E_{1}^{4} .
\end{aligned}
$$

The general semimaximal basis vector for $U(4)$ can be written as

$$
\left.\left[\begin{array}{ccc}
\lambda_{2} \lambda_{3} & \lambda_{4} \\
\lambda_{1} & k_{1}^{1} & k_{2}^{1} \\
& l_{1} & l_{2}
\end{array}\right] \quad=\quad\left(L_{1}^{4}\right)^{l_{2}-k \frac{1}{2}}\left(L_{1}^{3}\right)^{l_{1}-k_{1}^{1}} . \quad \times\left(L_{2}^{4}\right)^{k_{2}^{1}-\lambda_{4}}\left(L_{2}^{3}\right)^{k_{1}^{1}-\lambda_{3}} \right\rvert\, n>
$$
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## APPENDIX: THE COMMUTATOR [ $L j, L_{j}^{j}$ ]

We will prove here that

$$
\begin{align*}
{\left[L_{j}^{i}, L_{j}^{i \prime}\right] \mid s . m .>} & =0, \quad j=1,2, \ldots m, \\
i, i^{\prime} & =m+1, m+2, \ldots, m+n, \tag{A1}
\end{align*}
$$

where |s.m.> is any semimaximal state. Because of Eqs. (2.7) and (2.7') the only matrix elements which could be different from zero are of the type

$$
\begin{equation*}
<s . m .\left|\left[L_{j}^{i}, L_{j}^{i}\right]\right| s . m .>\prime \tag{A2}
\end{equation*}
$$

where
$H_{v}\left|s . m .>=h_{v}\right|$ s.m. $>$,
$H_{v}\left|s . m .>^{\prime}=\left(h_{v}+2 \delta_{v j}-\delta_{v i}-\delta_{v i i}\right)\right| s . m_{.}>^{\prime}$.
We can assume that $i^{\prime}<i$. Let us first calculate $<s . m .\left|L_{j}^{i} L_{j}^{i \prime}\right| s . m .>^{\prime}$. Using the explicit formula (3.1) and the fact that the lowering generators of $U(n) \times U(m)$ give zero when acting to the left, we get

$$
\begin{align*}
<s . m . & \left|L_{j}^{i} L_{j}^{i \prime}\right| s . m,>^{\prime} \\
= & \prod_{\mu=m^{+}+1}^{i-1}\left(h_{i}-h_{\mu}+\mu-i-1\right) \\
& \times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+1\right) \\
& \times<s . m .\left|E_{j}^{i} L_{j}^{i \prime}\right| s . m .>^{\prime} \tag{A4}
\end{align*}
$$

Using (3.1) once more and the fact that $E_{j}^{i}$ commutes with the generators contained in $L_{j}^{i}$, except with the elements from the Cartan subalgebra, we arrive at
$<s . m .\left|L_{j}^{i} L_{j}^{i}\right| s . m .>^{\prime}=\prod_{\mu=m^{+1}}^{i-1}\left(h_{i}-h_{\mu}+\mu-i-1\right)$
$\times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+1\right)$
$\times \prod_{\mu=m+1}^{i r-1}\left(h_{i},-h_{\mu}+\mu-i^{\prime \prime}-1\right)$
$\times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+2\right)$
$\times<s . m .\left|E_{j}^{i} E_{j}^{i^{\prime}}\right| s . m .>^{\prime}$.
For the term <s.m. $\left|L_{j}^{i \prime} L_{j}^{i}\right| s, m .>^{\prime}$ we get
$<s . m .\left|L_{j}^{i \prime} L_{j}^{i}\right| s . m .>^{\prime}$

$$
\begin{align*}
& =\prod_{\mu=m+1}^{i,-1}\left(h_{i}-h_{\mu}+\mu-i^{\prime}-1\right) \\
& \quad \times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+1\right) \\
& \quad \times<s . m_{0}\left|E_{j}^{i^{\prime} L j}\right| \text { s. } m .>^{\prime} . \tag{A5}
\end{align*}
$$

After replacing the $H_{k}$ in $L_{i}^{i}$ by the corresponding eigenvalues according to (A3), the lowering generators of $U(n) \times U(m)$ can be commuted to the left giving zero in the matrix element
$<s . m .\left|E_{j}^{i^{\prime}} L_{j}^{i}\right| s . m .>^{\prime}$ and we eventually get
$<s . m .\left|E_{j}^{i \prime} L_{j}^{i}\right| s . m .>^{\prime}$
$=\prod_{\mu=\prod_{m+1}^{i-1}}\left(h_{i}-h_{\mu}+\mu-i-1+\delta_{\mu i n}\right)$
$\times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+2\right)$
$\times<s . m .\left|E_{j}^{i \prime} E_{j}^{i}\right| s . m .>^{\prime}$

$$
\begin{aligned}
& -\prod_{\mu=m+1, \mu \times i,}^{i-1}\left(h_{i}-h_{\mu}+\mu-i-1+\delta_{\mu i}\right) \\
& \times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+2\right) \\
& \times<s . m .\left|E_{j}^{i} E_{j}^{i}\right| \text { s.m.> }
\end{aligned}
$$

$$
=\prod_{\mu=m+1}^{i-1}\left(h_{i}-h_{\mu}+\mu-i-1\right)
$$

$$
\times \prod_{v=j+1}^{m}\left(h_{j}-h_{v}+v-j+2\right)
$$

$$
\begin{equation*}
\times<s . m .\left|E_{j}^{i \prime} E_{j}^{i}\right| s . m .>^{\prime} \tag{A6}
\end{equation*}
$$

The matrix element of $\left[E_{j}^{i \prime}, E_{i}^{i}, E_{j}^{i \prime}\right]$ between the
states $\mid s . m .>$ and $\mid s . m .>^{\prime}$ is nonzero, therefore $\left.<s . m .\left|L_{j}^{i} L_{j}^{i \prime}\right| s . m_{.}>^{\prime}=<s . m_{0}\left|L_{j}^{i^{\prime}} L_{j}^{\prime}\right| s . m_{0}\right\rangle^{\prime}$, the second term in (A6). Comparing now (A4') with (A5) and (A6) one notices that
and so (A1) is fulfilled.
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It is shown that the construction of "democratic" subgroups of $\mathrm{O}_{3 \mathrm{~N}-3}$ in the N-body problem is greatly facilitated by the "proper" choice of relative vectors in the center of mass frame. The word "proper" is taken to mean that the set of $(N-1)$ relative vectors forms a basis for reduced representations of the corresponding democracy subgroup of $S_{N}$. The imposition of this requirement easily leads us to the reduction chains $\mathrm{O}_{6} \supset \mathrm{SU}_{3} \supset \mathrm{SO}_{3}^{\text {ot }}$ and $\mathrm{O}_{9} \supset \mathrm{SO}_{\frac{1}{3}} \times \mathrm{SO}_{3}^{2} \times \mathrm{SO}_{3}^{3} \supset \mathrm{SO}_{3}^{\text {rot }}$ in the three- and four-body problems, respectively, and to $\mathrm{O}_{3 \mathrm{~N}-3} \supset \mathrm{SO}_{\mathrm{N}-1} \times \mathrm{SO}_{3}^{20 \mathrm{o}}$ in the $\mathrm{N}>4$ case.

## 1. INTRODUCTION

The democracy concept was first introduced by Dragt ${ }^{1}$ in his work on the three-body problem so that in solving the problem, he would obtain a set of basis states which treats all of the particles on an equal footing. Mathematically, the idea takes the form of a condition to be satisfied by certain so-called "democratic" subalgebras of the $\mathrm{SO}_{6}$ Lie algebra. In this way, Dragt obtained the chain of subgroups ${ }^{2} \mathrm{O}_{6} \supset \mathrm{SU}_{3} \supset \mathrm{SO}_{3}{ }^{\text {rot }}$. (We use the superscript notation "rot" to distinguish the physical rotation group from other $\mathrm{SO}_{3}$ 's.) The idea was later extended by Lévy-Leblond ${ }^{3}$ who has shown that in the four-body problem, the chain giving the most highly symmetric basis functions is $\mathrm{O}_{9} \supset \mathrm{SO}_{3}^{1} \times \mathrm{SO}_{3}^{2} \times \mathrm{SO}_{3}^{3} \supset \mathrm{SOr}_{3}$, while for $N>4$, one has the $\mathrm{O}_{3 \mathrm{~N}-3} \supset \mathrm{SO}_{\mathrm{N}-1} \times \mathrm{SO}_{3}^{\text {rot }} \supset \mathrm{SO}_{3}{ }^{\text {ot }}$ structure. In both of these works, primary emphasis is given to the structure of the democratic Lie algebras involved, while the role of the particular realization of the generators of these algebras in terms of the laboratory position vectors remains unclear.
The purpose of this paper is to show that the explicit choice of relative vectors should be dictated by the specific kind of "democracy" which is being considered, and is not a question to be answered by ansatz. Indeed, we show that reltative vectors carrying reduced representations of an invariant subgroup $G_{N} \subset S_{N}$ (i.e., $G_{N}$ is the democracy subgroup of the permutation group $S_{N}$ ) are the "natural" variables for $G_{N}$ democracy.

## 2. RELATIVE COORDINATES AND DEMOCRACY

Let the vectors $\left\{r^{\alpha}: \alpha=1,2, \ldots, N\right\}$ designate the laboratory position vectors of a system of $N$ identical particles. Taken together, the vectors consti-
tute a basis for a real representation of the permutation group of particle indices, $S_{N}$. This representation is known ${ }^{3}$ to be reducible into the irreducible components $\{N\} \oplus\{N-1,1\}$ by an orthogonal transformation to the center-of-mass frame

$$
\begin{equation*}
\mathbf{q}^{\alpha}=\sum_{\beta=1}^{N} \mathrm{a}_{\alpha \beta} \mathbf{r}^{\beta}, \quad \alpha=1,2, \ldots, N \tag{1}
\end{equation*}
$$

where the $\left\{a_{\alpha B}\right\}$ are elements of an orthogonal matrix A, with

$$
\begin{equation*}
\mathbf{a}_{N B}=N^{-1 / 2}, \quad \beta=1,2, \ldots, N . \tag{2}
\end{equation*}
$$

Equation (2) guarantees that the center-of-mass position vector is properly decoupled. The remaining ( $N-1$ ) independent relative vectors $\left\{q^{\alpha}\right.$ : $\alpha=1,2, \ldots, N-1\}$ are a basis for the $\{N-1,1\}$ representation of $S_{N}$. The skew symmetric Hermitian operators

$$
\begin{align*}
\Lambda_{j k}^{\alpha \beta}=-i & \left(q_{j}^{\alpha} \frac{\partial}{\partial q_{k}^{\beta}}-q_{k}^{\beta} \frac{\partial}{\partial q_{j}^{\alpha}}\right), \\
& \alpha, \beta=1,2, \ldots, N-1, \quad j, k=1,2,3 \tag{3}
\end{align*}
$$

form a realization of the $\mathrm{SO}_{3 N-3}$ generator algebra. (Latin indices denote the usual 3 -space components of the relative vectors.)
The problem of constructing a complete set of commuting observables for the free $N$-body problem is equivalent to that of the construction of an appropriate chain of nested democratic subgroups of $O_{3 N-3}$, with corresponding Casimir operators. Let $G_{N}=\left\{g_{\tau}: \tau=1,2, \ldots, h\right\}$ be an invariant subgroup of $S_{N}=\left\{s_{\rho}: \rho=1,2, \ldots N!\right\}$. Then the set of infinitesimal operators $\left\{\mathcal{C}_{(\underset{i j}{(\sigma)}}^{(\sigma)}\right.$ are generators of a " $G_{N}$-democratic" subgroup of $O_{3 N-3}$,
states $\mid s . m .>$ and $\mid s . m .>^{\prime}$ is nonzero, therefore $\left.<s . m .\left|L_{j}^{i} L_{j}^{i \prime}\right| s . m_{.}>^{\prime}=<s . m_{0}\left|L_{j}^{i^{\prime}} L_{j}^{\prime}\right| s . m_{0}\right\rangle^{\prime}$, the second term in (A6). Comparing now (A4') with (A5) and (A6) one notices that
and so (A1) is fulfilled.
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tute a basis for a real representation of the permutation group of particle indices, $S_{N}$. This representation is known ${ }^{3}$ to be reducible into the irreducible components $\{N\} \oplus\{N-1,1\}$ by an orthogonal transformation to the center-of-mass frame
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\end{equation*}
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where the $\left\{a_{\alpha B}\right\}$ are elements of an orthogonal matrix A, with

$$
\begin{equation*}
\mathbf{a}_{N B}=N^{-1 / 2}, \quad \beta=1,2, \ldots, N . \tag{2}
\end{equation*}
$$

Equation (2) guarantees that the center-of-mass position vector is properly decoupled. The remaining ( $N-1$ ) independent relative vectors $\left\{q^{\alpha}\right.$ : $\alpha=1,2, \ldots, N-1\}$ are a basis for the $\{N-1,1\}$ representation of $S_{N}$. The skew symmetric Hermitian operators

$$
\begin{align*}
\Lambda_{j k}^{\alpha \beta}=-i & \left(q_{j}^{\alpha} \frac{\partial}{\partial q_{k}^{\beta}}-q_{k}^{\beta} \frac{\partial}{\partial q_{j}^{\alpha}}\right), \\
& \alpha, \beta=1,2, \ldots, N-1, \quad j, k=1,2,3 \tag{3}
\end{align*}
$$

form a realization of the $\mathrm{SO}_{3 N-3}$ generator algebra. (Latin indices denote the usual 3 -space components of the relative vectors.)
The problem of constructing a complete set of commuting observables for the free $N$-body problem is equivalent to that of the construction of an appropriate chain of nested democratic subgroups of $O_{3 N-3}$, with corresponding Casimir operators. Let $G_{N}=\left\{g_{\tau}: \tau=1,2, \ldots, h\right\}$ be an invariant subgroup of $S_{N}=\left\{s_{\rho}: \rho=1,2, \ldots N!\right\}$. Then the set of infinitesimal operators $\left\{\mathcal{C}_{(\underset{i j}{(\sigma)}}^{(\sigma)}\right.$ are generators of a " $G_{N}$-democratic" subgroup of $O_{3 N-3}$,
denoted $\Sigma_{G_{N}}$, provided that the following four equations hôld:

$$
\begin{align*}
& s_{\rho} \mathbb{C}_{i j}^{(\sigma)} s_{\rho}^{-1} \in\left\{\mathbb{C}_{i j}^{(\alpha)}\right\}, \quad \rho=1,2, \ldots, N!,  \tag{4}\\
& g_{\tau} \mathbb{C}^{(\sigma)} g_{\tau}^{-1}=\mathbb{C}_{i j}^{(g)}, \quad \tau=1,2, \ldots, h,  \tag{5}\\
& \mathcal{C}_{i j}^{(\alpha)}=\sum_{\alpha, \beta} \lambda_{B \alpha}^{\left(\alpha_{B}\right)} \Lambda_{i j}^{\alpha \beta}, \tag{6}
\end{align*}
$$

Equation (4) states that the new generator algebra must be an invariant subspace with respect to $S_{N} ;$ Eq. (5) requires that each element of the $G_{N}-$ democratic algebra must itself be a basis for the identity representation of $G_{N}$; Eq. (6) is the subgroup condition specifying the imbedding of the new algebra in the parent $\mathrm{SO}_{3 N-3}$ Lie algebra. The coefficients $\eta: \because$ are the structure constants of the subgroup $\sum_{G_{N}}$. The utility of democracy stems from Eq. (5). The observables of the $N$ particle kinematic states will be Casimir operators formed from the e $e_{i j}^{(o)}$. Obviously then, Eq. (5) guarantees that each such Casimir operator will commute with the entire group $G_{N}$, implying that basis functions diagonalizing such observables will be highly symmetric.
We must now consider a fixed $G_{N} \subset S_{N}$ and determine: the appropriate c.m. transformation matrix $A\left(G_{N}\right)$, the matrix $\lambda\left(G_{N}\right)$ giving the embedding in $\mathrm{SO}_{3 N-3}$, and the structure constants $\eta: \because$ of the $\sum_{G_{N}}$ group. Clearly the best choice of relative vectors $\left\{q^{\alpha}\right\}$ will render the matrix $\lambda$ simplest.
Let $\Gamma_{\tau}^{(N-1,1)}$ be the ( $N-1$ ) $\times(N-1)$ orthogonal matrix representative of operator $g_{\tau} \in G_{N}$ in the $\{N-1,1\}$ IR of $S_{N}$ carried by a set of relative vectors $\left\{\mathbf{q}^{\alpha}\right.$ : $\alpha=1,2, \ldots, N-1\}$. Then Eqs. (5) and (6) and definition (3) give the matrix relation

$$
\begin{equation*}
\Gamma_{\tau}^{\{N-1,1\}} \lambda=\lambda \Gamma_{\tau}^{\{N-1,1\}}, \tau=1,2, \ldots, h, \tag{8}
\end{equation*}
$$

as a necessary condition for $G_{N}$ democracy. It now follows directly from Schur's Lemma that whenever the representation ( $g_{\tau} \rightarrow \Gamma_{\tau}\{N-1,1\}$ ) of $G_{N}$ is in reduced form, the matrix $\lambda$ will be diagonal. Hence we arrive at the definition: "Proper" $N$-body relative coordinates for $G_{N}$ democracy are those carrying reduced representations of $G_{N}$.
It is now obvious that for $S_{N,}$ which is irreducible on the $\left\{q^{\alpha}: \alpha=1,2, \ldots, N-1\right\}$, one has

$$
\begin{equation*}
\mathfrak{e}_{i j}=\sum_{\alpha=1}^{N-1} \Lambda_{i j}^{\alpha \alpha}, i<j=1,2,3 \tag{9}
\end{equation*}
$$

which are the generators of $\mathrm{SO}_{3}^{\text {rot }}$. For $N>3$ it is also the case that $A_{N}$, the alternating group, is irreducible ${ }^{4}$ and therefore

$$
\begin{equation*}
\Sigma_{S_{N}}=\Sigma_{A_{N}}=S O_{3}^{\mathrm{rot}} \tag{10}
\end{equation*}
$$

Hence $S_{N}$ democracy ingeneral, and $A_{N}$ democracy for $N>3$, supply no conditions restricting the matrix $A$ and give only $\Sigma=S O_{3}^{\text {rot }}$.

The representation $\left(g_{\tau} \rightarrow \Gamma_{\tau}(N-1,1\}\right)$ of $G_{N}$ may be reducible (and reduced) in the $\left\{q^{\alpha}\right\}$ basis. In this case, $\lambda$ will have the form

$$
\lambda=\left[\begin{array}{lll}
\lambda^{(i)} I_{1} & & 0  \tag{11}\\
& \ddots & \\
0 & & \lambda^{(j) I_{j}}
\end{array}\right],
$$

where the matrices $I_{k}$ are unit matrices of dimension equal to the dimension of the corresponding $G_{N} I R$, and the $\lambda^{(\sigma)}$ are numbers determined by the remaining democracy conditions (4) and (7). We now see that the sum on $\alpha$ and $\beta$ of Eq. (6) is to be taken only over the indices appearing in the $\sigma$ th submatrix of Eq. (11). The number of irreducible components of $G_{N}$ carried by the relative vectors is just the number of independent operators
$\left\{e_{i j}^{(\sigma)}: \sigma=1,2, \ldots, j\right\}$ of like lower indices $i^{\prime}$ and $j^{\prime}$. Hence we have the result that if $j$ is the number of IRs of $G_{N}$ in the representation $\left(g_{\tau} \rightarrow \Gamma_{T}^{\{N-1,1\}}\right)$, then $9 j$ is the maximum number of operators forming the $\sum_{G_{N}}$ generator algebra.
It can happen that the orthogonal transformation A cannot reduce both $S_{N}$ and $G_{N}$. This is the case when an IR of $G_{N}$ contained in the representation ( $g_{\tau} \rightarrow \Gamma_{\tau}^{\{N-1,1\}}$ ) consists of complex representation matrices. The representation may however always be reduced in terms of a basis of complex vectors $\left\{z^{\alpha}: \alpha=1,2, \ldots, N-1\right\}$, defined by the matrix equation

$$
\left[\begin{array}{l}
z^{1}  \tag{12}\\
z^{2} \\
\vdots \\
z^{N-1}
\end{array}\right]_{(N-1) \times 1}
$$

$$
=U\left[\begin{array}{l}
\mathbf{q}^{1} \\
\mathbf{q}^{2} \\
\vdots \\
q^{N-1}
\end{array}\right]_{(N-1) \times 1},
$$

where $U$ is the $(N-1) \times(N-1)$ unitary matrix reducing the matrices $\Gamma_{\tau}^{\{(N-1,1\}}$

$$
U \Gamma_{\tau}^{\{N-1,1\}} U^{-1}=\left[\begin{array}{ccc}
\Gamma_{\tau}^{(1)} & & 0 \\
& \ddots &  \tag{13}\\
0 & & \Gamma_{\tau}^{(j)}
\end{array}\right],
$$

It now follows that in the $\left\{z^{\alpha}\right\}$ system

$$
\lambda^{\prime}=U \lambda U^{-1}=\left[\begin{array}{lll}
\lambda^{(1)^{\prime}} I_{1} & 0  \tag{14}\\
& \ddots & \\
0 & & \lambda^{(j)^{\prime}} I_{j}
\end{array}\right]
$$

Hence, it is always possible to introduce coordinates (real or complex) appropriate for $G_{N}$ democracy.

## 3. THE CASES OF 3,4 AND N $>4$ PARTICLES

## A. Three-Body Problem

$S_{3}$ has the sequence of invariant subgroups $S_{3} \supset A_{3}$ $\supset$ I. Any of the six elements of $S_{3}$ may be written
as products of the permutations

$$
(12)=\binom{123}{132},(123)=\binom{123}{231} .
$$

The permutation (123) is even and generates the cyclic group of order $3, A_{3}$ :

$$
A_{3}=\left\{(123),(123)^{2},(123)^{3}=1\right\}
$$

It is one of our-results that $\sum_{S_{3}}=S O_{3}^{\text {rot }}$, so we turn immediately to $A_{3}$. The irreducible representations of $A_{3}$ are all one dimensional and are realized as third roots of unity. The $A_{3}$-democratic substructure of $\mathrm{O}_{6}$ is therefore best revealed in terms of a set of coordinates $\left\{q^{1}, q^{2}\right\}$ obeying

$$
\left[\begin{array}{l}
\mathrm{z}  \tag{18}\\
\mathrm{z}^{*} \\
\frac{3}{\sqrt{3}} \mathbf{R}_{c m}
\end{array}\right]=\frac{1}{\sqrt{2}}\left[\begin{array}{ccc}
i e^{-i \theta} & -e^{-i \theta} & 0 \\
-i e^{i \theta} & -e^{i \theta} & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{ccc}
\frac{\cos \alpha}{\sqrt{6}}+\frac{\sin \alpha}{\sqrt{2}} & \frac{\cos \alpha}{\sqrt{6}} & -\frac{\sin \alpha}{\sqrt{2}} \\
-\left(\frac{2}{3}\right)^{1 / 2} \cos \alpha \\
\frac{\sin \alpha}{\sqrt{6}}-\frac{\cos \alpha}{\sqrt{2}} & \frac{\sin \alpha}{\sqrt{6}}+\frac{\cos \alpha}{\sqrt{2}} & -\left(\frac{2}{3}\right)^{1 / 2} \sin \alpha \\
\frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}} & \frac{1}{\sqrt{3}}
\end{array}\right]\left[\begin{array}{l}
\mathbf{r}^{\prime} \\
\mathbf{r}^{2} \\
\mathbf{r}^{3}
\end{array}\right],
$$

where we have made explicit use of the fact that the last row of $A$ determines two of the three parameters of a $3 \times 3$ orthogonal matrix. The remaining degree of freedom is expressed as an angle $\alpha$. The unitary matrix of Eq. (18)

$$
U=\frac{1}{\sqrt{2}}\left[\begin{array}{ll}
i e^{-i \theta} & -e^{-i \theta}  \tag{19}\\
-i e^{i \theta} & -e^{i \theta}
\end{array}\right]
$$

is the most general, such transformation giving $\mathbf{z}^{*}$ as the second independent complex vector.
Combining Eq. (18) with the condition of $A_{3}$ irreducibility, we have from Eq. (16),

$$
\begin{equation*}
\alpha=\frac{1}{2} \pi, \quad \theta=\text { arbitrary } \tag{20}
\end{equation*}
$$

This value for $\alpha$ is just the one required to make $A$ coincide with the transformation to the so-called "Jacobi" coordinate system. The factor $e^{-i \theta}$ appears as an over-all phase for $z$ having no physical significance. Jacobi coordinates are given by

$$
\begin{align*}
& \mathbf{q}^{1}=\frac{1}{\sqrt{2}}\left(\mathbf{r}^{1}-\mathbf{r}^{2}\right)  \tag{21}\\
& \mathbf{q}^{2}=\left(\frac{2}{3}\right)^{1 / 2}\left[\frac{1}{2} \mathbf{r}^{1}+\frac{1}{2} \mathbf{r}^{2}-\mathbf{r}^{3}\right] \tag{22}
\end{align*}
$$

By setting $\theta=\frac{1}{2} \pi$, we get

$$
\mathrm{z}=\frac{1}{\sqrt{2}}\left(\mathbf{q}^{1}+i \mathbf{q}^{2}\right)
$$

and

$$
\begin{equation*}
z^{*}=\frac{1}{\sqrt{2}}\left(q^{1}-i q^{2}\right) \tag{24}
\end{equation*}
$$

$$
\begin{equation*}
(123) \mathbf{q}^{\alpha}=e^{2 \pi n i / 3} \quad \mathbf{q}^{\alpha}, \alpha=1,2 \tag{15}
\end{equation*}
$$

It follows that $n=0$ gives $\mathbf{q}^{\alpha} \alpha \mathbf{R}_{c m}$, implying that the $\left\{q^{\alpha}\right\}$ are necessarily complex. It is also not hard to see that we must search for only one complex 3-vector $z$ such that

$$
\begin{equation*}
(123) \mathrm{z}=e^{2 \pi i / 3} \mathrm{z} \tag{16}
\end{equation*}
$$

then for the other independent vector we have $z^{*}$, satisfying

$$
\begin{equation*}
(123) \mathbf{z}^{*}=e^{-2 \pi i / 3} \mathbf{z}^{*} \tag{17}
\end{equation*}
$$

The set $\left\{\mathbf{z}, \mathbf{z}^{*}, \mathbf{R}_{c m}\right\}$ are related to the lab vectors by

The free three-particle Hamiltonian is proportional to the 6-Laplacian

$$
\Delta_{6}=\nabla_{z} \cdot \nabla_{z} *
$$

Obviously the full symmetry group of this operator is $U_{3}$. The coordinates of Eqs. (23) and (24) were first used by Simonov ${ }^{5}$ and give $\mathrm{SU}_{3}$ representations automatically.
We now demonstrate explicitly how the infinitesimal generators of the Dragt- $U_{3}$ may be obtained. Equation (6), which is the defining relation of $\lambda$, is, in matrix form,

$$
\mathbb{C}_{i j}^{(\sigma)}=\operatorname{trace}\left(\lambda^{(\sigma)} \cdot \Lambda_{i j}\right)
$$

where Eq. (26) is expressed in the coordinate system of the $q^{\alpha}$. However, the trace is invariant under similarity transformations, and we have correspondingly in the $z^{\alpha}$ system

$$
e_{i j}^{(\sigma)}=\operatorname{tr}\left(\lambda^{(o)} \cdot \Lambda_{i j}^{\prime}\right)
$$

where in Eq. (27) $\lambda^{\prime}$ is diagonal and $\left[\Lambda_{i j}^{\prime}\right]$ satisfies the relation

$$
\Lambda_{i j}^{\prime}=U \Lambda_{i j} U^{-1}
$$

We first construct $\mathcal{C}_{i j}^{(\sigma)}$ in terms of the $\Lambda_{i j}^{\alpha \beta}$ to recover the Dragt- $U_{3}$ explicitly, and then use Eq. (27) to express $\mathbb{e}_{i j}^{(d)}$ in terms of the $z$ of Eq. (23).
Using Eq. (14) with the $U$ of Eq. (19), we have

$$
\lambda=\frac{1}{2}\left[\begin{array}{lr}
\left(\lambda^{(1)}+\lambda^{(2)}\right) & i\left(\lambda^{(1)}-\lambda^{(2)}\right) \\
-i\left(\lambda^{(1)}-\lambda^{(2)}\right) & \lambda^{(1)}+\lambda^{(2)}
\end{array}\right],
$$

where we have set

$$
\lambda^{\prime}=\left[\begin{array}{ll}
\lambda^{(1)} & 0  \tag{30}\\
0 & \lambda^{(2)}
\end{array}\right]
$$

Equation (26) then gives

$$
\begin{align*}
& \mathbb{C}_{i j}=\frac{1}{2}\left[\lambda^{(1)}+\lambda^{(2)}\right)\left(\Lambda_{i j}^{11}+\Lambda_{i j}^{22}\right) \\
&\left.-i\left(\lambda^{(1)}-\lambda^{(2)}\right)\left(\Lambda_{i j}^{12}-\Lambda_{i j}^{21}\right)\right] . \tag{31}
\end{align*}
$$

Defining the operators

$$
\begin{array}{ll}
\mathcal{L}_{i j} \equiv \Lambda_{i j}^{11}+\Lambda_{i j}^{22}, & i<j=1,2,3 \\
N_{i j} \equiv \Lambda_{i j}^{12}-\Lambda_{i j}^{21}, \quad i, j=1,2,3 \tag{33}
\end{array}
$$

we get

$$
\begin{align*}
& {\left[\mathcal{L}_{i j}, \mathcal{L}_{i \prime j}\right]} \\
& \quad=i\left(\delta_{i i}, \mathscr{L}_{j j},+\delta_{j j}, \mathscr{L}_{i i^{\prime}}-\delta_{j i}, \mathcal{L}_{i j}-\delta_{i j}, \mathcal{L}_{i \prime j}\right) \tag{34}
\end{align*}
$$

$$
\begin{align*}
& {\left[\AA_{i j}, N_{i^{\prime} j}\right]} \\
& \quad=i\left(\delta_{i i}, N_{j j}-\delta_{j i}, N_{i j},-\delta_{j j}, N_{i i},+\delta_{i j}, N_{j i}\right) \tag{35}
\end{align*}
$$

$$
\begin{align*}
& {\left[N_{i j}, N_{i, j \prime}\right]} \\
& \quad=i\left(\delta_{i i}, \mathscr{L}_{j j^{\prime}}+\delta_{j j^{\prime}}, \mathscr{L}_{i i^{\prime}}+\delta_{i j}, \mathcal{L}_{j i}+\delta_{j i}, \mathcal{L}_{i j}\right) \tag{36}
\end{align*}
$$

for all indices $i, j$ of Eqs.(32) and (33). Of course the $\mathscr{L}_{i j}$ are the generators for the rotation group $\mathrm{SO}_{3}{ }^{\text {rot }}$. The algebraic requirement Eq. (7) gives

$$
\begin{equation*}
\lambda^{(1)}=i, \lambda^{(2)}=0, \tag{37}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathbb{C}_{i j}=\frac{1}{2}\left[i \mathcal{L}_{i j}+N_{i j}\right], \quad i, j=1,2,3, \tag{38}
\end{equation*}
$$

the Dragt result.
To obtain the generators in terms of $z$ we use Eqs.(27), (30), and (19) along with the requirement (28). One easily finds

$$
\begin{equation*}
\bigodot_{i j}=z_{i} \frac{\partial}{\partial z_{j}}-z_{j}^{*} \frac{\partial}{\partial z_{i}^{*}} \tag{39}
\end{equation*}
$$

as the Weyl generators of $U_{3}$.

## B. Four-Body Problem

Here we are dealing with the chain of invariant subgroups $S_{4} \supset A_{4} \supset V_{4} \supset$ I. As previously noted, $\sum_{S_{4}}=\sum_{A_{4}}=S O_{3}{ }^{\circ}$. The first possibility in the four-body case is then $V_{4}$. It is an Abelian subgroup of $A_{4}$ generated by the operations
$(12)(34)=\left(\begin{array}{llll}1 & 2 & 3 & 4 \\ 2 & 1 & 4 & 3\end{array}\right)$,
(13) $(24)=\left(\begin{array}{llll}1 & 2 & 3 & 4 \\ 3 & 4 & 1 & 2\end{array}\right)$.

We also have
$[(12)(34)]^{2}=[(13)(24)]^{2}=1$.
Therefore the representation of $A_{3}$ carried by the $\left\{q^{1}, q^{2}, q^{3}\right\}$ will be reduced provided that

$$
\begin{equation*}
\text { (12) (34) } q^{\alpha}= \pm q^{\alpha} \tag{40}
\end{equation*}
$$

and

$$
\begin{equation*}
\text { (13) (24) } q^{\alpha}= \pm q^{\alpha}, \quad \alpha=1,2,3, \tag{41}
\end{equation*}
$$

are satisfied. It is easy to see that the two plus signs for any single $\mathbf{q}^{\alpha}$ give just $\mathbf{R}_{\text {cm. }}$. Hence, we consider here the $3 I R^{\text {'s }}$ of $V_{4}$, corresponding to the choices ( $\pm$ ), ( $\mp$ ), ( $=$ ) in Eqs. (40) and (41). Furthermore any given choice fixes all but one element in row $\alpha$ of the $A$ matrix, the remaining element being determined by the orthogonality of that matrix. Therefore independence of the $\left\{\boldsymbol{q}^{\alpha}\right\}$ requires that each vector transform according to a different IR. We choose

$$
\begin{align*}
& \mathbf{q}^{1} \rightarrow( \pm),  \tag{c1}\\
& \mathbf{q}^{2} \rightarrow(\mp),  \tag{c2}\\
& \mathbf{q}^{3} \rightarrow(=), \tag{c3}
\end{align*}
$$

and easily get

$$
\begin{align*}
& \mathbf{q}^{1}= \pm \frac{1}{2}\left[\left(\mathbf{r}^{1}+\mathbf{r}^{2}\right)-\left(\mathbf{r}^{3}+\mathbf{r}^{4}\right)\right]  \tag{42}\\
& \mathbf{q}^{2}= \pm \frac{1}{2}\left[\left(\mathbf{r}^{1}+\mathbf{r}^{3}\right)-\left(\mathbf{r}^{2}+\mathbf{r}^{4}\right)\right]  \tag{43}\\
& \mathbf{q}^{3}= \pm \frac{1}{2}\left[\left(\mathbf{r}^{1}+\mathbf{r}^{4}\right)-\left(\mathbf{r}^{2}+\mathbf{r}^{3}\right)\right] \tag{44}
\end{align*}
$$

All other choices of (c1), (c2), and (c3) give permutations among Eqs. (42), (43), and (44). Now the $\lambda$-matrix of Eq. (11) has the form

$$
\lambda=\left[\begin{array}{lll}
\lambda^{(1)} & 0 & 0  \tag{45}\\
0 & \lambda^{(2)} & 0 \\
0 & 0 & \lambda^{(3)}
\end{array}\right]
$$

and from Eq. (26) we have

$$
\begin{align*}
& \mathrm{C}_{i j}^{(\alpha)}=\lambda^{(\alpha)} \Lambda_{i j}^{\alpha \alpha}, \\
& \quad \alpha=1,2,3, \quad i<j=1,2,3 . \tag{46}
\end{align*}
$$

Equation (4) requires that

$$
\begin{equation*}
\lambda^{(1)}=\lambda^{(2)}=\lambda^{(3)} \tag{47}
\end{equation*}
$$

and that the $V_{4}$-democratic algebra be the direct $\operatorname{sum}\left\{\mathbb{e}_{i j}^{(1)} \oplus \mathfrak{e}_{i j}^{(2)} \oplus \mathbb{C}^{(3)}\right\}$. These operators are the generators of the $\mathrm{SO}_{3}^{1} \times \mathrm{SO}_{3}^{2} \times \mathrm{SO}_{3}^{3}$ group of Lévy Leblond.

## C. (N>4)-Body Problem

In this case, where we have only $S_{N} \supset A_{N} \supset I$ available, we must consider only democracy with respect to the identity operator for the construction of subgroups missing from $\mathrm{O}_{3 \mathrm{~N}-3} \supset \ldots \supset \mathrm{SO}_{3} \mathrm{mt}$. This is a serious failure for democracy since Eq.
(5) becomes an empty statement. Combining conditions (4), (6), and (7), we arrive at only the $\mathrm{SO}_{3 N-3}$ and $\mathrm{SO}_{3}{ }^{\text {rt }}$ generator algebras, indicating that the expansion of Eq. (6) should now also involve a restriction on the component indices $i$ and $j$. We then obtain the I-democratic algebra of generators

$$
\begin{equation*}
L^{\alpha \beta}=\sum_{i=1}^{3} \Lambda_{i i}^{\alpha \beta}, \quad \alpha<\beta=1,2, \ldots, N-1 \tag{48}
\end{equation*}
$$

The set $\left\{L^{\alpha \beta}\right\}$ generates a group $S O_{N-1}$. The elements of this group are then proper ${ }^{2}$ rotations in a Cartesian space whose axes are labeled by the indices $\{\alpha\}$ of the relative vectors $\left\{\boldsymbol{q}^{\alpha}: \alpha=1,2\right.$, $\ldots, N-1\}$.

Since we have

$$
\begin{equation*}
\left[L^{\alpha \beta}, \mathcal{L}_{i j}\right]=0 \tag{49}
\end{equation*}
$$

where $\mathcal{L}_{i j}=\sum_{\alpha=1}^{N-1} \Lambda_{i j}^{\alpha \alpha}$ are generators of $S O_{3}^{\text {rot }}$, it follows that the maximal I-democratic subalgebra of $O_{3 N-3}$ is the direct sum $\left\{L^{\alpha \beta} \oplus \mathcal{L}_{i j}\right\}$, generating the direct product group $\mathrm{SO}_{N-1} \times \mathrm{SO}_{3}^{\text {rot }}$. Hence we have for $N>4$ the chain $O_{3 N-3} \supset S O_{N-1}$ $\times \mathrm{SO}_{3} \mathrm{rot} \supset \mathrm{SO}_{3}{ }^{\text {rot }} 6$

## 4. CONCLUSION

We have given a simple criterion for the construction of "natural" relative vectors for the $N$-body
problem. In terms of such coordinates, the democracy substructure of $O_{3 N-3}$ is most clearly revealed.

We find that democracy with respect to the full permutation group $S_{N}$ requires only that one properly decouple the position vector of the center of mass, and gives the familiar rotation group $\mathrm{SO}_{3}$ rot .
In the three-body case, the alternating group $A_{3}$ leads us to complex coordinates and the $A_{3}$-democratic $S U_{3}$ of Dragt.
In the case of 4-particles, we are led to the socalled "symmetric" coordinates by the democracy group $V_{4}$. The corresponding subgroup of $O_{3 N-3}$ being the familiar $\mathrm{SO}_{3}^{1} \times \mathrm{SO}_{3}^{2} \times \mathrm{SO}_{3}^{3}$ of LevyLeblond.
Unfortunately for $N>3$, the alternating group $A_{N}$ gives only $\mathrm{SO}_{3}$ rot and no new restrictions on the relative vectors. This means an essential failure for democracy in the $N>4$-body problem and we obtain only the I-democratic group structure $\mathrm{O}_{3 \mathrm{~N}-3} \supset \mathrm{SO}_{\mathrm{N}-1} \times \mathrm{SO}_{3}^{\text {rot }}$.
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The existence of solutions for the Lippmann-Schwinger (LS) equation for the Coulomb problem is studied by investigating whether its kernel belongs to the Hilbert-Schmidt (HS) class. The kernel for each partial wave is shown to belong to the HS class for complex energies whereas for real energies it becomes unbounded. Unlike the case of short range potentials, e.g., the Yukawa potential, even the suitably symmetrized kernel does not belong to the HS class for real, positive energies. These formal properties strongly indicate that a unique limit for the partial wave off-shell Coulomb $T$ matrix as it approaches the unitarity axis may not exist. It is found that exploiting the $O(4)$ symmetry of the Coulomb Hamiltonian ( $H$ ) in the subspace of the negative spectrum of $H$ and the $O(3,1)$ symmetry in the subspace of the positive spectrum of $H$, one can construct the off-shell Coulomb $T$ matrix in terms of the eigensolutions (Sturmians) of the kernel of the Lippmann-Schwinger equation. These follow from the work of Perelemov and Popov, and Schwinger on the Coulomb Green's function. On the basis of the generating functions for the Sturmians, various integral, contour integral, and discrete sum representations for the complete off-shell Coulomb $T$ matrix are derived. In this way, we explicitly demonstrate that indeed the $T$ matrix has a nonunique limit as one approaches the unitarity axis. It is also shown that when the asymptotic Coulomb distortion is taken into account, the physical Coulomb amplitude can be deduced from this Coulomb $T$ matrix. These results incidentally rectify some errors in the earlier works. Since for both negative and positive energies the Coulomb $T$ matrix is obtained as the explicit solution of the LS equation, the validity of the generalized unitarity-the Low equation-in a certain sense is guaranteed. This is proved in a general way, by showing that a generalized Low equation follows when the energy is complex only from the LS equations and some defining relations; in the Coulomb case, the generalized unitarity relationship for real energies must be interpreted as the limit when the imaginary part becomes zero.

## 1. INTRODUCTION

A detailed knowledge of the complete off-shell two-body $T$ matrix for each pair of interacting particles is of crucial importance in the Faddeev formulation of the three-particle scattering. ${ }^{1,2}$ The two-body $T$ operator obeys the well-known Lippmann-Schwinger (LS) equation. If the kernel $K$ of the LS equation is compact, then the $T$ matrix exists and can be shown to be unique. A kernel is compact if it belongs to the Hilbert-Schmidt ( $L^{2}$ ) class (but a compact operator need not belong to HS class). For complex energies it can be shown that $K$ belongs to $L^{2}$ class if the interaction $H^{\prime}$ does. ${ }^{3,4}$ Furthermore, an existence theorem specifying the class of spherically symmetric potentials for which the kernel $(K)_{l}$ of the $l$ th partial wave LS equation is compact when energy is held complex is proved recently by the present authors. ${ }^{4}$ It was shown that in the case of Coulomb potential, $(K)_{l}$ belongs to the $L^{2}$ class if the energy is held complex even though $\operatorname{Tr}\left(K^{\dagger} K\right)$ is infinite. However, it was found that for each partial wave, $\operatorname{Tr}\left(K^{\dagger} K\right)_{l}$ diverges when the energy was made real and positive. This raises some questions about the validity of the full LS equation for the two-particle Coulomb $T$ matrix, and the existence of the off-shell partial wave Coulomb $T$ matrix for real positive energies. Such doubts were expressed by West ${ }^{5}$ and Gerjuoy ${ }^{6}$ based on the familiar problems of asymptotic distortion of the Coulomb solutions.
For negative energies, Schwinger 7 constructed the complete Coulomb Green's function in the momentum space by explicitly solving the LS equation after expressing it in a suitable four-dimensional space (to be explained later). Nutt ${ }^{8}$ constructed the corresponding two-particle off-shell Coulomb $T$ matrix and attempted to continue it analytically to positive energies. He tried to verify the offshell unitarity relation for his $T$ matrix and ob-
tained zero for the discontinuity across the unitarity cut along the positive real axis in the complex energy plane. McDowell and Richards ${ }^{9}$ and Nuttal and Stagat ${ }^{10}$ have found errors in Nutt's calculations. They found the physically anticipated discontinuity, but with an energy dependent factor. In this paper we will describe the correct analytic continuation for the Coulomb $T$ matrix for positive energies and resolve all the troubles faced hitherto concerning the Coulomb $T$ matrix.

The special nature of the Coulomb problem has two facets to it: the HS nature of the LS kernel and its symmetrized form, on the one hand, and the hidden symmetry of the Coulomb Hamilton, on the other. These two apparently independent features show that the Coulomb potential stands as a unique case by itself.

The hidden symmetry of the Coulomb Hamiltonian was first exemplified by Fock. 11 The Coulomb Hamiltonian, besides being invariant under the three-dimensional spatial rotations, is also invariant under four-dimensional rotation in the Euclidean space in the subspace of negative energies and in the Minkowski space in the subspace of positive energies. Schwinger's ${ }^{7}$ derivation uses the $O(4)$ symmetry explicitly. Hostler's work ${ }^{12}$ on the Coulomb Green's function in the configuration space also stresses the importance of the hidden symmetry of the Coulomb Hamiltonian. The full dynamical symmetry group of the Coulomb problem is the homogeneous Lorentz group. An excellent exposition of the properties of the representations of the Lorentz groups may be found in a review article by Bander and Itzykson ${ }^{13}$ (BI). These have been exploited by Perelomov and Popov ${ }^{14}$ (PP) who construct the Green's function for the Coulomb problem, thus extending the work of Schwinger. By combining the works of BI and PP we have derived here the corresponding $T$ matrix. We express the $T$
matrix in two more forms: one, in terms of the continuous spectrum eigensolutions of the LS kernel and, two, in terms of a one-parameter definite integral in an infinite domain. The latter follows directly from the work of PP. The last mentioned integral can be further evaluated by the method of contour integration and the results of these correspond to the work of Norcliffe et al. 15,16 and Roberts, 17, 18 who arrived at.it from an elegant analysis of the problem using classical path integral technique. Finally, a contour integral representation of the $T$ matrix is obtained by us and this succintly displays the troubles with the analytic continuation procedure of Nutt. From the infinite integral representation, we show that, on evaluating the $T$ matrix on the mass shell, the familiar Coulomb amplitude can be deduced.
Another aspect is the unitarity of the Coulomb $T$ matrix. In two different ways, we demonstrate that the generalized unitarity for complex energies-the celebrated Low equation-is automatically satisfied by any $T$ operator obeying the LS equation. However, in order to obtain the wellknown on-shell unitarity relation, a proof for the existence of a unique on-shell limit of the offshell $T$ matrix when energy is made real positive is needed. ${ }^{19}$ We discuss this question here with special reference to the Coulomb problem. Ford ${ }^{20}$ analyzed in detail the cutoff Coulomb problem and found that the final result depended critically on the way one considered the mathematical limiting procedure. Faddeev ${ }^{21}$ considers the Coulomb potential as a limit of the Yukawa potential, but with a difference, that one should renormalize the wavefunction associated with the Yukawa potential before taking the appropriate limit. It is known that a cutoff always destroys the original analytic properties of the solutions ${ }^{3}$ and, for some recent remarks concerning such effects, one may refer to the work of Nelson et al. 22 In view of our results in the present paper, such an ambivalent approach to the Coulomb problem is found unnecessary. The real reason is, of course, the symmetry of the problem which is altered when the Coulomb potential is screened or cut off and the interesting aspects of the problem are lost. Moreover, the LS kernel for the cutoff or Yukawa potential belongs to the HS class while in the limit of the Coulomb potential it does not.
The plan of the paper is as follows. In Sec. 2 we investigate if the kernel of the LS equation for the Coulomb problem belongs to the HS class in order to determine the existence and uniqueness of its solutions. In Sec. 3, the symmetry of the Coulomb Hamiltonian is first briefly reviewed, and various expressions for the complete off-shell Coulomb $T$ matrix valid in different regions of the fourdimensional hyperspace are obtained. Section 4 deals with the question of unitarity. The last section summarizes the results. In a separate paper, the implication of these results for the

Faddeev approach to three-particle Coulomb problems will be discussed.

## 2. THE TWO PARTICLE T MATRIX-FORMAL RESULTS

In the time-independent scattering theory, the resolvent operator $G^{ \pm}$is given by

$$
\begin{equation*}
G^{ \pm}=(E-H \pm i \delta)^{-1} \tag{2.1}
\end{equation*}
$$

and satisfies the Lippmann-Schwinger (LS) equation

$$
\begin{equation*}
G^{ \pm}=G_{0}^{ \pm}+G_{0}^{ \pm} H^{\prime} G^{ \pm}=G_{0}^{ \pm}+G_{0}^{ \pm} T G_{0}^{ \pm} . \tag{2.2}
\end{equation*}
$$

Here $H$ is the Hamiltonian operator given by the sum of "kinetic energy" operator $H_{0}$ and the potential energy operator $H^{\prime} ; E$ is the center of mass energy and

$$
\begin{equation*}
G_{0}^{ \pm}=\left(E-H_{0} \pm i \delta\right)^{-1} \tag{2.3}
\end{equation*}
$$

The $T$ operator defined by $G_{\delta}^{ \pm} T=G^{ \pm} H^{\prime}$ obeys the LS equation

$$
\begin{equation*}
T=H^{\prime}+H^{\prime} G_{0}^{+} T=H^{\prime}+H^{\prime} G^{+} H^{\prime} \tag{2.4}
\end{equation*}
$$

For two-body scattering, the transition amplitude is given by

$$
\begin{equation*}
T_{\beta \alpha}=\left\langle\Psi_{0}(E, \beta)\right| T\left|\Psi_{0}(E, \alpha)\right\rangle, \tag{2.5}
\end{equation*}
$$

where $\Psi_{0}(E, \beta)$ and $\Psi_{0}(E, \alpha)$ are the eigenstates of $H_{0}$ obeying the final and initial state scattering boundary conditions.
Now we will briefly discuss the existence of solutions for the LS equation (2.4) by examining if the kernel of the LS equation belongs to the HS class. It should be stressed that this is only a necessary condition for the existence of the solution. The kernel $K$ is given by

$$
\begin{equation*}
K=H^{\prime} G_{0}^{+} \tag{2.6}
\end{equation*}
$$

and it belongs to the HS class if the trace over the operator product $K^{\dagger} K$ is convergent. For spherically symmetric potentials, we may write

$$
\begin{equation*}
\operatorname{Tr}\left(K^{\dagger} K\right)=\sum_{l=0}^{\infty}(2 l+1) \operatorname{tr}\left(K^{\dagger} K\right)_{l} \tag{2.7}
\end{equation*}
$$

We have the result ${ }^{4}$ for the Coulomb potential $z_{1} z_{2} e^{2 / r:}$
$\operatorname{tr}\left(K^{\dagger} K\right)_{l}=\frac{z_{1}^{2} z_{2}^{2} e^{4} m}{(2 l+1) \mid \delta\rceil}\left[1+\frac{2}{\pi} \tan ^{-1}\left(\frac{E}{\mid \delta \top}\right)\right]$.
This evaluation shows that as long as $\delta \neq 0$, however small, $\operatorname{Tr}\left(K^{\dagger} K\right)_{t}$ exists even for $E>0$ but the sum (2.7) diverges. However, in order to prove the uniqueness and existence of the solution of the LS equation, it is sufficient if one shows that some finite power of the kernel, say $K^{m}$, belongs to the HS class. This can be studied in detail for Coulomb-like potentials $V_{\alpha}(r)=g / r^{\alpha}$ and one finds that the $m$ th iterate of the kernel $K$
belongs to $L^{2}$ class if $\alpha>1+1 /(2 m)$ and $1<$ $\alpha<\frac{3}{2}$.
In the analysis described above, we had restricted to $\delta>0$ whenever $E$ was positive. However, this does not shed light on the existence of solutions for real positive energies with $\delta=0$, which is the case of physical interest. This point was investigated in general elsewhere by us, 19 and we summarize the results.
Unique solutions exist for the following two integral equations:

$$
\begin{equation*}
T(E+i \delta)=H^{\prime}+H^{\prime} G_{0}^{+} T(E+i \delta) \tag{2.9}
\end{equation*}
$$

and
$\widetilde{T}(E+i \delta)=H^{\prime 1 / 2}+H^{\prime 1 / 2}\left[H^{\prime 1 / 2} G_{0}^{+} H^{\prime 1 / 2}\right] \tilde{T}(E+i \delta)$
with

$$
\begin{equation*}
T(E+i \delta)=H^{1 / 2} \widehat{T}(E+i \delta) \tag{2.10}
\end{equation*}
$$

if the respective kernels of (2.9), (2.10) belong to the HS class. Furthermore, $\tilde{T}(E+i \delta)$ has a unique limit as $\delta \rightarrow 0$ and this provides the analytic continuation for $T(E+i \delta)$ on to the real line with $\delta=0$. The kernel

$$
\begin{equation*}
\tilde{K}=H^{1 / 2} G_{0}^{+} H^{\prime 1 / 2} \tag{2.12}
\end{equation*}
$$

was studied in detail for spherically symmetric potentials, and it is found that $\operatorname{tr}\left(\tilde{K}^{\dagger} \tilde{K}\right)_{l}$ is finite for a certain class of spherically symmetric potentials. It was found that $\tilde{K}^{m}$ belongs to $L^{2}$ for $V_{\alpha}(r)$ but with $1<\alpha<2$, if

$$
\begin{equation*}
\alpha>1+1 / m \tag{2.13}
\end{equation*}
$$

Thus the analyses of $K$ and $\tilde{K}$ show that for the Coulomb potential, both $K^{m}$ and $\tilde{K}^{m}$ belong to $L^{2}$ class only if $m \rightarrow \infty$ implying infinite number of iterations. In view of the presence of every power of ( $z_{1} z_{2} e^{2}$ ) in the asymptotic Coulomb distorted state, this result is not surprising. Therefore, the on-shell limit of the Coulomb amplitude has to be defined necessarily with respect to the Coulomb distorted asymptotic states. Interestingly enough, Green and Lanford ${ }^{23}$ have established the existence of Møller operators and hence the $S$ matrix for the same class of potentials defined above, showing that the time-independent and time-dependent formations of scattering theory are equivalent only for such a class of potentials.

## 3. SYMMETRY OF THE COULOMB PROBLEM AND THE CONSTRUCTION OF THE T MATREX

Fock ${ }^{11}$ showed that the Hamiltonian of the hydrogen atom, besides being invariant under the threedimensional rotation group $O(3)$, also possesses a hidden symmetry of a larger group. For the subspace where $E<0$, this is the four-dimensional rotation group $O$ (4). For the subspace $E>0$, it has the symmetry of the homogeneous Lorentz group $O(1,3)$. The "complete" dynamical symmetry group of the hydrogen atom is the homo-
geneous Lorentz group. The irreducible representation of the symmetry groups of the hydrogen atoms are obtained from the eigensolutions of the corresponding LS kernel, the so-called Sturmian solutions used in atomic physics.
These Sturmian solutions can be constructed by solving the eigenvalue problem

$$
\begin{equation*}
\Psi(\mathrm{p})=\frac{z_{1} z_{2} e^{2}}{2 \pi^{2}} \int d^{3} p^{\prime} \frac{1}{\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}} \frac{1}{E-E_{p^{\prime}}+i \delta} \Psi\left(\mathbf{p}^{\prime}\right) \tag{3.1}
\end{equation*}
$$

Following PP, we find that for $E<0$, the threedimensional momentum space can be visualized as the stereographic projection of the fourdimensional hypersphere ( $E<0$ ) and hyperboloid of two sheets $(E>0)$ defined by the coordinates

$$
\begin{align*}
& \xi_{i}=2 p_{0} p_{i} /\left(p^{2} \pm p_{0}^{2}\right), \quad i=1,2,3  \tag{3.2}\\
& \xi_{0}=\left(p_{0}^{2} \mp p^{2}\right) /\left(p^{2} \pm p_{0}^{2}\right) \tag{3.3}
\end{align*}
$$

with

$$
\begin{equation*}
\xi{ }_{0}^{2} \pm|\xi|^{2}=1, \quad p_{0}=(2 m|E|)^{1 / 2} \tag{3.4}
\end{equation*}
$$

$\pm$ here corresponds to $E \lesseqgtr 0$, respectively.
In terms of the $\xi$ variables, Eq. (3.1) becomes
with

$$
\begin{equation*}
\Psi(\xi) \pm \frac{\eta}{2 \pi^{2}} \int_{S_{ \pm}} \frac{d^{3} \xi^{\prime}}{\xi_{0}^{\prime}} \frac{\Psi\left(\xi^{\prime}\right)}{\left|\xi-\xi^{\prime}\right|^{2}}=0 \tag{3.5}
\end{equation*}
$$

with

$$
\begin{equation*}
d^{3} p=\left|\frac{p^{2} \pm p_{0}^{2}}{2 p_{0}}\right|^{3} \frac{d^{3} \xi}{\xi_{0}} \tag{3.6}
\end{equation*}
$$

$\left(\xi-\xi^{\prime}\right)^{2}=2\left[1-\left(\xi \xi^{\prime}\right)\right]=\frac{ \pm 4 p_{0}^{2}\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}}{\left(p^{2} \pm p_{0}^{2}\right)\left(p^{\prime 2} \pm p_{0}^{2}\right)}$,

$$
\begin{equation*}
\Psi\left(\xi^{\prime}\right)=\text { const }\left(p^{2} \pm p_{\gamma}^{2}\right) \Psi(\mathbf{p}) \tag{3.7}
\end{equation*}
$$

The Coulomb parameter is given by $\eta=z_{1} z_{2} e^{2} \mathrm{~m} /$ $p_{0} . S_{+}$denotes the three-dimensional surface of unit hypersphere for $E<0$ and $S_{-}$denotes the twosheeted surface of the unit hyperboloid with upper sheet given by $1 \leqslant \xi_{0}<+\infty$ and the lower sheet by $-1 \geqslant \xi_{0}>-\infty$, for $E>0$. The $\pm$ signs correspond to $E<0$ and $E>0$, respectively. The negative energy solutions are given by the fourdimensional spherical harmonics $Y_{\text {nlm }}(\xi)$ :

$$
\begin{align*}
Y_{n l m}(\xi)= & Y_{n l m}(\alpha, \theta, \varphi)=\Pi_{n l}(\alpha) Y_{l m}(\theta, \phi), \\
\Pi_{n l}(\alpha)= & {\left[\frac{1}{2} \pi n^{2}\left(n^{2}-1\right) \cdots\left(n^{2}-l^{2}\right)\right]^{-1 / 2} }  \tag{3.9}\\
& \times(\sin \alpha)^{l}\left(\frac{d}{d \cos \alpha}\right)^{l} \cos n \alpha
\end{align*}
$$

with
$\xi_{0}=\cos \alpha, \quad \xi_{1}=\sin \alpha \sin \theta \cos \phi$,

$$
\xi_{2}=\sin \alpha \sin \theta \sin \phi, \quad \xi_{3}=\sin \alpha \cos \theta
$$

$Y_{l m}(\theta, \varphi)$ is the spherical harmonic. The solutions corresponding to $E>0$ can be obtained by making the replacement

$$
\alpha \rightarrow i \alpha, \quad n \rightarrow \frac{1}{2} i \rho, \quad 0 \leqslant \rho<\infty
$$

with $\cos \alpha \rightarrow \pm \cosh \alpha, \sin \alpha \rightarrow \sinh \alpha$. The $\pm \operatorname{sign}$ here refers, respectively, to the upper and lower half of the hyperbola. The three-dimensional spherical harmonics form a complete orthonormal set:

$$
\begin{aligned}
& \int \frac{d^{3} \xi}{\xi_{0}} Y_{n l m}(\xi) Y_{n l \prime m}(\xi)=\delta_{n n^{\prime}} \delta_{l l}, \delta_{m m \prime \prime} \\
& \qquad \sum_{n=1}^{\infty} \sum_{l=0}^{n-1} \sum_{m=-l}^{l} Y_{n l m}(\xi) Y_{n l m}^{*}\left(\xi^{\prime}\right)=\delta_{S_{+}}^{(3)}\left(\xi-\xi^{\prime}\right)
\end{aligned}
$$

The corresponding orthogonality conditions for the continuum eigensolutions are obtained by replacing $S_{+}$by $S_{-}, n$ by $\rho$, and the Kronecker symbol is changed by an appropriate delta function. The completeness condition is now similarly changed.
The set of functions $Y_{\rho l m}(\alpha, \theta, \varphi)$ with fixed $\rho$ forms a canonical basis for the infinite-dimensional unitary irreducible representation $D(0, \rho)$ of the homogeneous Lorentz group. Thus with a given $E$, the Sturmian functions form a basis for irreducible representations of the homogeneous Lorentz group.
The case with $E=0$ is discussed in detail in Refs. 13,14 . It suffices for our purposes to note that in this case the hidden symmetry of the Hamiltonian is the nonrelativistic Galilean group. For the attractive case, one has square integrable solutions while for the repulsive case, there are only unbounded solutions.
The equation for the Green's function written in momentum space is

$$
\begin{align*}
& \left(E-\frac{p^{2}}{2 m} \pm i \delta\right) G^{ \pm}\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right) \\
& \quad-\frac{z_{1} z_{2} e^{2}}{2 \pi^{2}} \int \frac{G^{ \pm}\left(\mathbf{p}^{\prime \prime}, \mathbf{p}^{\prime}, E\right)}{\left|\mathbf{p}-\mathbf{p}^{\prime \prime}\right|^{2}} d^{3} p^{\prime \prime}=\delta^{(3)}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) . \tag{3.10}
\end{align*}
$$

$\pm i \delta$ here specifies the boundary condition in the usual way. By using $G^{+}=G_{0}^{+}+G \sigma_{0} T G_{0}^{+}$, it is found that the corresponding $T$ matrix is

$$
\begin{array}{r}
T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\left[E+i \delta-\mathbf{p}^{2} /(2 m)\right]\left[G^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)\right. \\
\left.-G_{0}^{+}\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)\right]\left[E+i \delta-p^{\prime 2} /(2 m)\right] \tag{3.11}
\end{array}
$$

The complete expression for $G^{ \pm}\left(p, p^{\prime}, E\right)$ has been derived by PP ${ }^{14}$ as an explicit solution of (3.10) using the wavefunctions just summarized. From this, the expressions for $T$ can be derived using (3.11). We thus obtain the following results.
(i) Eigenfunction expansion:

E<0:

$$
\begin{align*}
T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\eta \sum_{n=1}^{\infty} & \sum_{l m} \frac{1}{n+\eta}\left\{\left(\frac{4 p_{0}^{3}}{m}\right)^{1 / 2} \frac{Y_{n l m}(\xi)}{\left(p_{0}^{2}+p^{2}\right)}\right\} \\
& \times\left\{\left(\frac{4 p_{0}^{3}}{m}\right)^{1 / 2} \frac{Y_{n l m}^{*}\left(\xi^{\prime}\right)}{\left(p_{0}^{2}+p^{\prime 2}\right)}\right\} \tag{3.12}
\end{align*}
$$

For the repulsive case, $\left\{Y_{n l m}(\xi)\right\}$ are not solutions
of the corresponding eigenvalue problem and hence an expansion of the form (3.12) is not meaningful in the same sense as in the attractive case (See Note added in proof in Ref. 24).
$E>0$;
$T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=-\eta \int_{0}^{\infty} d \rho\left[F_{1} \pm(\rho)+2 \eta F_{2}^{ \pm}(\rho)\right]$
$\times \sum_{L m}\left\{\left(\frac{4 p_{0}^{3}}{m}\right)^{1 / 2} \frac{Y_{\rho l m}(\xi)}{\left(p^{2}-p_{0}^{2}\right)}\right\}\left\{\left(\frac{4 p_{0}^{3}}{m}\right)^{1 / 2} \frac{Y_{\rho l m}^{*}(\xi)}{\left(p^{\prime 2}-p_{0}^{2}\right)}\right\}$

$$
\begin{array}{r}
=\frac{-\eta p_{0}^{3}}{4 \pi^{2} m\left(p_{0}^{2}-p^{2}\right)\left(p_{0}^{2}-p^{\prime 2}\right) \sinh X-} \int_{-\infty}^{\infty} d \rho \rho \sin \left(\rho_{\mathrm{X}} / 2\right)  \tag{3.13}\\
\times\left[F_{1}^{ \pm}(\rho)+2 \eta F_{2}^{ \pm}(\rho)\right]
\end{array}
$$

with

$$
\left.\begin{array}{c}
F_{1}^{ \pm}(\rho)=\left\{\begin{array}{l}
-2 / \rho \operatorname{coth}(\pi \rho / 2) \\
+2 / \rho[\sinh (\pi \rho / 2)]^{-1}
\end{array}\right.
\end{array}\right\} \begin{aligned}
& F_{2}^{ \pm}(\rho)=\left\{\begin{array}{l}
\rho^{-1\left[\frac{\sigma \rho / 2-\eta \operatorname{coth}(\pi \rho / 2)}{\rho^{2} / 4-\eta^{2} \pm i \delta}\right]} \\
\frac{\eta}{\rho} \frac{1}{\sinh (\pi \rho / 2)\left[\rho^{2} / 4-\eta^{2} \pm i \delta\right]}
\end{array}\right.
\end{aligned}
$$

and

$$
\begin{array}{ll}
\sigma=+1 & \text { if } \xi_{0}>0, \xi_{0}^{\prime}>0 \\
\sigma=-1 & \text { if } \xi_{\mathrm{C}}<0, \xi_{0}^{\prime}<0 \tag{3.17}
\end{array}
$$

From the definitions (3.6)-(3.9), the functions specified in $\{\cdots\}$ in the above are seen to be the Sturmian functions.
(ii) Infinite integral representations:
$E<0$ :

$$
\begin{align*}
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\frac{\eta p_{0}}{2 m \pi^{2}\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}} \\
& \quad \times\left(1-\frac{4 \eta^{2}}{\epsilon_{<} \sin \chi_{+}} \int_{0}^{\infty} \frac{\sinh \left[\left(\pi-\chi_{+}\right) k\right] d k}{\sinh \pi k\left(k^{2}+\eta^{2}\right)}\right) \tag{3.18}
\end{align*}
$$

with
$\cos x_{+}=\left(\xi \xi^{\prime}\right)$,

$$
\epsilon_{<}=\left(p^{2}+p_{0}^{2}\right)\left(p^{\prime 2}+p_{0}^{2}\right) /\left[p_{0}^{2}\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}\right] .
$$

$E>0$ :

$$
\begin{align*}
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\frac{\eta p_{0}}{2 m \pi^{2}} \frac{1}{\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}} \\
& \quad \times\left(1-\frac{4 \eta}{\epsilon_{>} \sinh _{\mathrm{X}-}} \int_{0}^{\infty} \frac{(\sigma k-\eta \operatorname{coth} \pi k) \sin k \times-}{\left(k^{2}-\eta^{2} \pm i \delta\right)}\right) \tag{3.19}
\end{align*}
$$

with
$\cosh _{X_{-}}=\left(\xi \xi^{\prime}\right), \quad \xi_{0} \xi_{0}^{\prime}>0$,

$$
\epsilon_{>}=\frac{\left(p^{2}-p_{0}^{2}\right)\left(p^{\prime 2}-p_{0}^{2}\right)}{p_{0}^{2}\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}},
$$

$$
\begin{align*}
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\frac{\eta p_{0}}{2 m \pi^{2}\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}} \\
& \quad \times\left(1-\frac{4 \eta^{2}}{\epsilon_{>} \sinh \chi-} \int_{0}^{\infty} d k \frac{\sin k X-}{\sinh \pi k\left(k^{2}-\eta^{2} \pm i 6\right)}\right) \tag{3.20}
\end{align*}
$$

with $\cosh _{X-}=-\left(\xi \xi^{\prime}\right), \xi_{0} \xi_{0}^{\prime}<0$.
In all the above, $\left(\xi \xi^{\prime}\right)$ means the scalar product defined in conformity with the metric stated earlier for the cases $E \geqq 0$. Alternatively, for later purposes, one could rewrite the integrals here in more convenient forms:

$$
\begin{align*}
& \begin{array}{l}
\int_{0}^{\infty} \frac{\sinh \left(\pi-\chi_{+}\right) k}{\sinh \pi k} \cdot \frac{d k}{k^{2}+\eta^{2}} \\
\quad=-\frac{1}{2 i \eta} \int_{-\infty}^{\infty} \frac{\sinh \left(\pi-\chi_{+}\right)}{\sinh \pi k} \frac{d k}{k+i \eta}, \quad(3.21) \\
\int_{0}^{\infty} \frac{F(k) \sin k_{X_{-}}}{k^{2}-\eta^{2} \pm i 6} d k=\frac{1}{2 i} \int_{-\infty}^{\infty} F(k) \frac{e^{i k_{-}}}{k^{2}-\eta^{2} \pm i \delta} d k,
\end{array},
\end{align*}
$$

where $F(k)$ can be identified from comparison with the integrals in (3.19) and (3.20) and is odd in $k$. The signs are here chosen so that when these integrals are evaluated by contour integration, the closing of the countour is in the upper half $k$ plane. The above results follow directly from the work of PP. 14
(iii) Contour integral representations: From the generating functions given by BI, ${ }^{13}$ we can derive new contour integral representations for the $T$ matrix. We will here give a derivation of the generating functions for positive energy regions given by BI from that valid for negative energies given by Schwinger ${ }^{7}$ and PP by a Watson-Sommerfeld transformation. It may be shown (PP and Schwinger) that

$$
\begin{equation*}
\sum_{l=0}^{n-1} \sum_{m=-l}^{l} Y_{n l m}(\xi) Y_{n l m}^{*}\left(\xi^{\prime}\right)=\frac{n}{2 \pi^{2}} \frac{\sin n_{X_{+}}}{\sin \mathrm{X}_{+}} \tag{3.23}
\end{equation*}
$$

$X_{+}$is as defined in (3.18). Similarly (see PP),

$$
\begin{equation*}
\sum_{l m} Y_{\rho l m}(\xi) Y_{\rho l m}^{*}\left(\xi^{\prime}\right)=\frac{\rho}{8 \pi^{2}} \frac{\sin \left(\rho_{X-} / 2\right)}{\sinh } \tag{3.24}
\end{equation*}
$$

$x$ - is as defined in (3.19) and (3.20). It was shown by Schwinger ${ }^{7}$ that

$$
\begin{array}{r}
\frac{1}{1-2 t \cos \chi_{+}+t^{2}}=\frac{1}{t} \sum_{n=0}^{\infty} t^{n} \frac{\sin n \chi_{+}}{\sin _{\chi_{+}}}, \quad(3.25) \\
|t|<1, \quad \chi_{+}, \text {real. }
\end{array}
$$

Let us now convert the sum on the right-hand side into an integral by using the Watson-Sommerfeld transformation. To do this, we first set $\chi_{+}=$ $\pi+x_{-}$and $t$ real and less than 1 . Then the sum on the right-hand side can be written as a WatsonSommerfeld contour integral in the usual way:

$$
\begin{equation*}
\frac{1}{1+2 t \cos X_{-}+t^{2}}=\frac{-1}{2 i t} \int_{c_{0}} t^{z} \frac{\sin \left(\chi_{-} z\right)}{\sin X_{-}} \frac{d z}{\sin \pi z} \tag{3.26}
\end{equation*}
$$

$c_{0}$ here is a loop surrounding the positive and real $z$ axis. In order to open this contour and convert it into a line integral along the imaginary $z$ axis, the contributions from the large quadrants of circles in the right half-plane must vanish. This happens if $\chi_{-}$is pure imaginary, $i_{\chi_{-}}$. Then we obtain

$$
\begin{align*}
& \frac{1}{1+2 t} \cosh _{\chi_{-}+t^{2}} \\
&=\frac{1}{2 t} \int_{-\infty}^{\infty} e^{i \lambda \ln t} \frac{\sin \left(\lambda \chi_{-}\right)}{\sinh \chi_{-}} \frac{d \lambda}{\sinh \pi \lambda} \\
&= \frac{1}{t} \int_{0}^{\infty} \cos (\lambda \ln t) \frac{\sin \left(\lambda_{\chi_{-}}\right)}{\sinh \chi_{-}} \frac{d \lambda}{\sinh \pi \lambda} . \tag{3.27}
\end{align*}
$$

The $t$ here is chosen so that one now has a cut from 0 to $-\infty$ in the complex $t$ plane. These definitions of $\chi_{-}$then correspond to (3.20). We must point out that BI have a slight difference in their definition of the angle $x_{- \text {, and with that this }}$ coincides with the result derived by them. We may also note that one may set $t=1$ in this formula in which case, we arrive at an expression for $1 /\left(\xi-\xi^{\prime}\right)^{2}$ derived by PP corresponding to the case $\xi_{0} \xi_{0}^{\prime}<0$. This serves as a check on this formula. (PP do not derive the generating functions in the positive energy cases).
There is another choice of $\chi_{+}$and $t$ which gives a formula of the above structure and this corresponds to the case when $\xi_{0} \xi_{0}^{\prime}>0$ and (3.19). Here we set $\chi_{+}=i_{\chi_{-}}$and $t \rightarrow-t$. Then
$\frac{1}{1+2 t \cosh _{X-}+t^{2}}=\frac{-1}{t} \sum_{n=1}^{\infty} t^{n}(-1)^{n} \frac{\sinh n_{X-}}{\sinh X_{-}}$,
and the above procedure leads to the form

$$
\begin{align*}
& \frac{1}{1+2 t \cosh X_{-}+t^{2}} \\
&=\frac{1}{t} \int_{0}^{\infty} \frac{\cos (\lambda \ln t)}{\sinh \pi \lambda} \frac{\sin \left(\lambda_{X_{-}}\right)}{\sinh X_{-}} d \lambda
\end{align*}
$$

with $\cosh ^{\chi}$ - defined as in (3.19) and the $t$ plane now has a cut from 0 to $+\infty$. If we set $t \rightarrow e^{i \pi}$, we arrive at an expression for $1 /\left(\xi-\xi^{\prime}\right)^{2}$ derived by PP for $\xi_{0} \xi_{0}^{\prime}>0$, again serving as a check on our result. If we want the $t$ plane to have the cut from 0 to $-\infty$ as in the first case even for the second situation, then one may proceed with $\cot z \pi$ instead of $1 / \sin z \pi$. With the angle $X_{+}$now defined as $i_{\mathrm{X} \text {-, }}$, then we obtain the result

$$
\begin{aligned}
& \frac{1}{1-2 t} \cosh X_{-}+t^{2} \\
&= \frac{-1}{2 t} \int_{-\infty}^{\infty} e^{i \lambda \ln t} \frac{\sin \left(\lambda X_{-}\right)}{\sinh X_{-}} \operatorname{coth}(\pi \lambda) d \lambda
\end{aligned}
$$

$$
\begin{equation*}
=\frac{-1}{t} \int_{0}^{\infty} \cos (\lambda \ln t) \frac{\sin \left(\lambda \chi_{-}\right)}{\sinh X_{-}} \operatorname{coth}(\pi \lambda) d \lambda . \tag{3.30}
\end{equation*}
$$

The $t$ plane here has a cut from 0 to $-\infty$; we can thus evaluate this for $t=1$ and verify that the same answer as obtained from the last expression is obtained for $1 /\left(\xi-\xi^{\prime}\right)^{2}$ when $\xi_{0} \xi_{0}^{\prime}>0$. .
With this alternative derivation of the generating function, the close connection between the regions in $\xi$ space and the $t$ plane becomes evident. This same fact is reflected in the formulas derived below. We may also state that for obtaining $\xi_{0} \xi_{0}^{\prime}>0$ from the result of $\xi_{0} \xi_{0}^{\prime}<0$, one merely rotates the complex $t$ plane through an angle $\pi$ in the formula for $\xi_{0} \xi_{0}^{\prime}<0$.
The result for the positive energies generalizes that given by Nutt 8,25 :
$E<0:$

$$
\begin{align*}
T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right) & =\frac{\eta p_{0}}{2 m \pi^{2}} \frac{1}{\left|\mathbf{p}-\mathbf{p}^{\prime}\right|^{2}} \\
& \times\left(1-4 \eta \int_{R_{+}} \frac{t^{\eta} d t}{\epsilon_{<}(1-t)^{2}+4 t}\right) \tag{3.31}
\end{align*}
$$

$R_{+}$is a line integral going from 0 to $1\left(=e^{0 i}\right)$ as shown in Fig. 1. This is for the repulsive case ( $\eta>0$ ). For the attractive case, this integral representation holds with $\eta$ replaced by $-\eta$, but it should not be used to generate the "eigenfunction" expansion of the form (3.12) for the repulsive case for the reason given earlier. For $E>0$, the situation is somewhat more complex as is already evident. We will give only the results for the ( $E+i \delta$ ) case and those for ( $E-i \delta$ ) can be obtained by a similar procedure. In this case, we have to discuss the attractive and repulsive cases separately. We give below the results for the repulsive case and those for the attractive case are obtained by a formal complex conjugation of the corresponding results (notice these are all valid for $E+i \delta$ only). In doing this, the contours change correspondingly; for instance, $L_{+}$becomes $L_{\text {- }}$ on complex conjugation.

$$
E>0 \text { (repulsive case with } E+i \delta):
$$

$T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)$
$=\frac{\eta p_{0}}{2 \pi^{2} m\left|\mathrm{p}-\mathbf{p}^{\prime}\right|^{2}}\left(1-4 i \eta e^{-\pi \pi} \int_{L_{-}} \frac{t^{i \eta} d t}{\epsilon_{>}(1+t)^{2}+4 t}\right)$,

$$
\begin{equation*}
\xi_{0}>0, \xi_{0}^{\prime}>0 \tag{3.32}
\end{equation*}
$$



FIG. 1. Contours used in the expressions (3.36), (3.37), and (3. 38).

$$
\begin{array}{r}
=\frac{\eta p_{0}}{2 \pi^{2} m\left|\mathrm{p}-\mathbf{p}^{\prime}\right|^{2}}\left(1-4 i \eta e^{\pi \eta} \int_{L_{+}} \frac{t^{i n} d t}{\epsilon_{>}(1+t)^{2}+4 t}\right), \\
\xi_{0}<0, \xi_{0}^{\prime}<0, \quad(3.33) \\
=\frac{\eta p_{0}}{2 \pi^{2} m\left|\mathrm{p}-\mathbf{p}^{\prime}\right|^{2}}\left(1+4 i \eta \int_{R_{+} \epsilon_{>}(1-t)^{2}-4 t} \frac{t^{i \eta} d t}{}\right), \\
\xi_{0} \xi_{0}^{\prime}<0 . \tag{3.34}
\end{array}
$$

These follow if we note that

$$
\begin{align*}
& \int_{L_{ \pm}} d t t i \eta-1 \cos (k \ln t) \\
& =\frac{e^{\mp \pi \eta}}{\left(\eta^{2}-k^{2}\right) i}(k \sinh \pi k \pm \eta \cosh \pi k) \\
& \quad \int_{R_{+}} d t t \eta^{-1} \cos (k \ln t)=\frac{\eta}{\left(\eta^{2}-k^{2}\right) i} \tag{3.35}
\end{align*}
$$

The $\ln t$ is here defined on a cut plane from 0 to $-\infty$ along the Ret axis. $p_{0}^{2} \rightarrow p_{0}^{2}+i \delta$ in all the above. The contours $L_{+}, R_{+}$are shown in Fig. 1. If one formally expresses the contour integrals in (3.32)-(3.34) as real integrals ranging from 0 to 1, they reduce to the form (3.31).
All these representations are mutually equivalent. Several remarks can now be made. Nutt ${ }^{8}$ tried to analytically continue (3.31) for $E>0$, and essentially he ended up examining only (3.34) and missed (3.32) and (3.33) entirely. This is the case for all the subsequent troubles he faced. It is clear that analytic continuation with respect to $E$ does not bring the expression (3.12) to (3.13). It becomes quite clear if we note that the coefficient of expansion of $T$ for negative $E$ are the representations $D(j, j)$ with $j=(n-1) / 2$, and those for positive $E$ are the representation $D(0, \rho)$ of the Lorentz group and these are not analytic continuations of one another. This is after all the manifestation of the different topology for $E \gtrless 0$ associated with the surface $\xi^{\mu} \xi_{\mu}=1$ (Ref. 14). For $\epsilon_{>}=\epsilon_{<}=0$ with no imaginary parts in them, the $T$ matrix vanishes identically; for $\epsilon \neq 0$ however small, as will be seen from (3.36), a Taylor expansion in $\epsilon$ does not exist. This was Nutt's mistake. We must stress that these expressions were obtained by explicit solution of the LS equation following PP who explicitly obtained the Green's functions for $E>0$ by solving Eq. (3. 10). In our discussion in Sec. 4, we show that these $T$ matrices then automatically obey the generalized unitarity. It should be mentioned that an analytic continuation in $E$ which takes cognizance of the above properties also gives (3.32)-(3.34) from (3.31).

We will now demonstrate that the correct Coulomb amplitude is obtained from an evaluation of the $T$ matrix for positive energies near $p_{0}^{2}=p^{2}=p^{\prime 2}$. Using (3.14), the actual evaluation of $T$ near the mass shell can be carried out and this displays the on-shell behavior of $T$ quite transparently. Notice that (3.14) has explicitly subsumed in it the Born term in either set of expressions (3.18)-
(3.20) or (3.32)-(3.34). Without making any approximations, the integrals (3.14) can be evaluated and the result is

$$
\begin{align*}
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)= \pm \frac{4 p_{0}^{3} \eta}{2 \pi m\left(p^{2}-p_{0}^{2}\right)\left(p^{\prime 2}-p_{0}^{2}\right)} \\
& \times\left(\frac{\eta e^{-i \eta \mathrm{x}-\theta(\eta)}}{\sinh _{\mathrm{X}-}\left(1-e^{-2 \pi \eta}\right)}+\frac{1}{\pi} \sum_{n=1}^{\infty} \frac{e^{-n \mathrm{x}-\mathrm{s}_{n}}}{\sinh _{\mathrm{X}}-} \frac{n^{2}}{n^{2}+\eta^{2}}\right) \\
& E>0 \tag{3.36}
\end{align*}
$$

with

$$
\begin{align*}
& \theta(\eta)=e^{-2 \pi \eta}, \quad s_{n}=1, \quad \text { for } \xi_{0}>0, \quad \xi_{0}^{\prime}>0, \\
& \theta(\eta)=1, \quad s_{n}=1, \quad \text { for } \xi_{0}<0, \quad \xi_{0}^{\prime}<0, \\
& \theta(\eta)=e^{-\pi \eta}, \quad s_{n}=(-1)^{n}, \quad \text { for } \xi_{0} \xi^{\prime}<0, \quad(3.3  \tag{3.37}\\
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right)=\frac{p 3 \eta}{\pi^{2} m\left(p^{2}+p_{0}^{2}\right)\left(p^{\prime 2}+p_{0}^{2}\right)} \\
& \times\left(\left(1-\cos X_{+}\right)^{-1}-\eta \pi \frac{\sin \left(\pi-\chi_{+}\right) \eta}{\sin X_{+}}\right. \\
&\left.+\frac{2 \eta^{2}}{\sin _{X_{+}}} \sum_{m=1}^{\infty}(-1)^{m} \frac{\sin \left(\pi-X_{+}\right) m}{\eta^{2}-m^{2}}\right), \quad E<0 . \tag{3.38}
\end{align*}
$$

$\pm$ signs go with $\xi_{0} \xi_{0}^{\prime} \gtrless 0$. This expression was recently derived by Roberts using the classical path integral techniques. Very near the points $p^{2}=p_{0}^{2}$ and/or $p^{\prime 2}=p_{0}^{2}$ (and vice versa), $\left(p^{2}-p_{0}^{2}\right)$ ( $p^{\prime 2}-p_{0}^{2}$ ) sinh $X$ - remains finite and $e^{-x}$ - becomes very small as can be seen from expression (3.17) and the definition $x_{-}$, and so the terms in the series can all be ignored compared to the first term in (3.36):

$$
\begin{align*}
& T\left(\mathbf{p}, \mathbf{p}^{\prime}, E\right) \\
& \quad \approx \frac{2 \eta^{2} p 3 \theta(\eta) e^{-i \eta \chi}-}{\pi m\left|\left(p^{2}-p_{0}^{2}\right)\left(p^{\prime 2}-p_{0}^{2}\right)\right|} \frac{1}{\left(1-e^{-2 \pi \eta}\right) \sinh x_{-}} \tag{3.39}
\end{align*}
$$

It can be noted that in the case of the off-shell Coulomb $T$ matrix, the limit as energy becomes real exists but at the on-shell point $p_{0}^{2}=p^{2}=p^{\prime 2}$, $e^{-i \pi x}$ - for real $\eta$ oscillates rapidly and does not tend to any unique limit. However, these oscillating terms can be isolated in terms of momentum space wavefunctions for asymptotic Coulomb distorted states, and the definition of the physical Coulomb amplitude is with respect to the Coulomb distorted waves. Using the explicit expression for $x$ - and the Mullin-Guth wavefunctions ${ }^{8}$ in the Sturmian form (this is equivalent to using a distorted $G_{0}^{+}$as was done by Schwinger ${ }^{7}$ )

$$
\begin{align*}
& \left\langle\mathbf{p}^{\prime} \mid \Phi_{c}^{+}(\mathbf{p}, E)\right\rangle \\
& \quad=-\delta^{(3)}\left(\mathbf{p}-\mathbf{p}^{\prime}\right) e^{-\pi \eta / 2}|\Gamma(1-i \eta)|\left(\frac{p^{2}-p_{0}^{2}}{p_{0}^{2}}\right)^{i n} \tag{3.40}
\end{align*}
$$

we obtain the usual Coulomb scattering amplitude.
In summary, we may state that the nature of the Coulomb $T$ matrix near the mass-shell depends on
the approach to the mass shell; this appears in (3.39) as the multiplicative factor $\theta(\eta)$. This is missing in the analysis of Nutt in Ref. 8. The second important point is that the Born term gets cancelled by a portion of the term VGV on the mass-shell, an observation made earlier by $u^{22}$ elsewhere only for short range potentials obeying the constraint $\int_{0}^{\infty} r|V(r)| d r<\infty$. The off-shell unitarity relationships are obeyed by these $T$ matrices by virtue of our general demonstration given in the next section. An easy direct verification of these can be accomplished by using (3.13) and a transformation to the four-dimensional space.
In the next section, we will discuss the generalized unitarity and its implications to the Coulomb $T$ matrix.

## 4. OFF-SHELL UNITARITY

The erroneous calculation of the discontinuity of the Coulomb $T$ matrix ${ }^{8}$ across the unitarity cut has led some authors to investigate validity of on the energy shell Low equation for this $T$ matrix. 9,10 We now show that for complex energies, if a unique solution of the LS equation for $T$ is obtained, the generalized Low equation is guaranteed for complex energies and further study of the unitarity for real energies reduces to one of careful limiting process.

We have from the LS equation for complex energies, Eq. (2.4), the corresponding one for $T^{\dagger}$. Then

$$
\begin{align*}
T-T^{\dagger} & =H^{\prime}\left[G^{+}-G^{-}\right] H^{\prime}  \tag{4.1}\\
& =T G_{0}^{+}\left[\left(G^{-}\right)^{-1}-\left(G^{+}\right)^{-1}\right] G_{0}^{-} T^{\dagger}  \tag{4.2}\\
& =-2 i \delta T G_{0}^{+} G_{0}^{-} T^{\dagger} \tag{4.3}
\end{align*}
$$

Equation (4.3) is the Low equation for complex energies depicting the generalized unitarity relation.

Somewhat more subtle manipulations are needed to obtain (4.3) from the LS equation for $G^{+}$. We write from the second expression in Eq. (2.2)
$T=\left(E-H_{0}+i \delta\right)\left[G^{+}-G_{0}^{+}\right]\left(E-H_{0}+i \delta\right)$.

$$
\begin{align*}
& \text { Then } \begin{aligned}
T-T^{\dagger}= & -2 i \delta\left(\left(E-H_{0}\right) \frac{1}{\left(E-H_{0}\right)^{2}+\delta^{2}}\left(E-H_{0}\right)\right) \\
& +2 i \delta\left((E-H) \frac{1}{(E-H)^{2}+\delta^{2}}\left(E-H_{0}\right)\right. \\
& \left.+\left(E-H_{0}\right) \frac{1}{(E-H)^{2}+\delta^{2}}(E-H)\right) \\
& +\frac{2 i \delta^{3}}{(E-H)^{2}+\delta^{2}}-2 i \delta \\
= & -2 i \delta\left(-H^{\prime} \frac{1}{(E-H)^{2}+\delta^{2}}\left(E-H_{0}\right)\right.
\end{aligned}
\end{align*}
$$

$$
\begin{align*}
& -\left(E-H_{0}\right) \frac{1}{(E-H)^{2}+\delta^{2}} H^{\prime} \\
& \left.+\left(E-H_{0}\right) \frac{1}{(E-H)^{2}+\delta^{2}}\left(E-H_{0}\right)\right) \\
& +\frac{2 i \delta^{3}}{(E-H)^{2}+\delta^{2}}-2 i \delta  \tag{4.6}\\
= & -2 i \delta\left(2 T G_{0}^{+} G_{0}^{-} T^{\dagger}+T G_{0}^{+} G^{-}(E-H)\right. \\
& \left.+(E-H) G^{+} G_{0}^{-} T^{\dagger}+1-\frac{\delta^{2}}{(E-H)^{2}+\delta^{2}}\right) \\
& +\left\{2 i \delta\left(E-H_{0}\right) G^{+} G^{-}\left(E-H_{0}\right)\right\} . \tag{4.7}
\end{align*}
$$

The last line in $\{\cdots\}$ can be further simplified to give

$$
\begin{align*}
\{\cdots\}= & 2 i \delta\left(1+T G_{0}^{+} G_{0}^{-} T^{\dagger}-\frac{\delta^{2}}{(E-H)^{2}+\delta^{2}}+T G_{0}^{+}\right. \\
& \left.+G_{0}^{-} T^{\dagger}+i \delta\left(H^{\prime} G^{+} G^{-}-G^{+} G^{-} H^{\prime}\right)\right) \tag{4.8}
\end{align*}
$$

Substitutions of this expression in (4.7) immediately leads to the generalized unitarity relation for complex energies. In the above manipulations, only the LS equation and the definitions of $G^{ \pm}, G_{0}^{ \pm}$, $H$, and $T$ are used. It is important to stress that $\delta$ was not set equal to zero anywhere in the derivation. Roberts ${ }^{18}$ writes the equation

$$
\begin{equation*}
T-T^{\dagger}=-2 i \pi\left(E-H_{0}\right) \delta(E-H)\left(E-H_{0}\right) \tag{4.9}
\end{equation*}
$$

to express unitarity. Our above analysis shows that this cannot be correct for the usual $T$ operator. To obtain from (4.3) the on-shell unitarity valid for physical energies, it is important to prove the existence of the limit $\delta \rightarrow 0$ for $T(E+i \delta)$. The analysis described in Sec. 2 and the explicit expression for the Coulomb $T$ matrix obtained in the last section show the on-shell limit is not unique for the Coulomb $T$ matrix. One
thus substitutes the Coulomb $T$ in (4.3) and computes the limit $\delta \rightarrow 0$ with care. When the limit exists for $T$, however, then the usual form of the Low equation is obtained by setting $\delta=0$ in (4.3).

## 5. SUMMARY

In this paper, we have shown that the partial wave off-shell two particle Coulomb $T$ matrix obeys the usual Lippmann-Schwinger equation for complex energies. The proof was accomplished by explicitly showing that the corresponding kernel is $L^{2}$. But this is not the case for the full $L S$ equation. However, via the Sturmian eigenfunctions and following the procedure of Schwinger and PP, the full LS equation was solved for $T$ and various gene ral expressions for the off-shell $T$ matrix were obtained. The Hilbert-Schmidt analysis of the kernel of the symmetrized form of LS equation indicated that the limit $\delta \rightarrow 0$ of $T(E+i \delta)$ may not be well defined, and this is found to be true by studying the on-shell behavior of the Coulomb $T$ matrix for real positive energies. If proper overlap between the Coulomb distorted asymptotic states of the plane wave representation of the Coulomb $T$ matrix is taken, then the physical Coulomb amplitude is obtained. Moreover, the generalized (off-shell) unitarity-the Low equation-was shown to be valid if $T$ is the solution of the LS equation.
In a separate communication, the implications of some of the above remarks as well as the use of the various representations of the off-shell Coulomb $T$ matrix in the Faddeev theory of the threeparticle Coulomb systems, will be presented.
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# Exterior-Algebraic Derivation of Einstein Field Equations Employing a Generalized Basis 

Frederick J. Ernst<br>Illinois Institute of Technology, Chicago, Illinois, 60616<br>(Received 1 July 1971)

A tetrad vector formulation of Einstein's field equations is developed in which the orthogonality properties of the tetrad are permitted to vary in any prescribed smooth way from one space-time point to another. The components of the Riemann tensor with respect to such a basis are derived by means of exterior calculus. The approach facilitates a simple direct derivation of the Harrison-Ernst equations.

## I. INTRODUCTION

Recently, the author developed a formulation of the stationary axially symmetric gravitational field problem in which a key role was played by a complex potential $\epsilon$ related to the metric tensor by means of certain integrability conditions. ${ }^{1}$ In terms of this complex potential even the Kerr metric ${ }^{2}$ could be simply described, and a whole set of perturbation theory solutions generalizing the Kerr metric was found. Subsequently, Harrison suggested an extension of the $\epsilon$ formulation to the case of stationary nonaxially symmetric fields. ${ }^{3}$ It is the author's desire to find a further generalization of the formalism in which even time dependence is taken into account, and in which interior as well as vacuum fields may be considered.
If these desires are to be realized, it will be necessary first to comprehend thoroughly the HarrisonErnst field equations. As a step in this direction we shall give a simple direct derivation of these equations utilizing the methods of exterior calculus. Our approach will differ from that commonly employed ${ }^{4}$ in that we shall permit the orthogonality properties of the tetrad system to vary from one space-time point to another. However, we shall assume that the reader is familiar with the general properties of $p$-vectors and $p$-forms.

## II. THE USE OF A NONORTHONORMAL BASIS

Let us denote the natural basis for 1 -forms by $d x^{\alpha}$ and the natural basis for 1 -vectors by $a_{\alpha}, \alpha=0,1$, 2,3 . It is convenient to regard $d x$ as a row matrix and a as a column matrix. If $b$ is an arbitrary basis for the 1 -vectors, then $\sigma$ is the corresponding basis induced for the $\mathbf{1}$-forms by requiring that

$$
\begin{equation*}
\sigma \mathbf{b}=d x \mathbf{a} \tag{1}
\end{equation*}
$$

For a space with a symmetric connection we then immediately have the important formula

$$
\begin{equation*}
d(\sigma \mathbf{b})=0 \tag{2}
\end{equation*}
$$

We shall also introduce a metric matrix

$$
\begin{equation*}
G=\mathbf{b} \cdot \mathbf{b}^{-}, \tag{3}
\end{equation*}
$$

which reduces to the metric tensor if the natural basis is employed. If an orthonormal or quasiorthonormal tetrad system is employed, the $G$ matrix is a constant matrix. It does not seem to be widely realized that there is no need to consider just these extreme points of view. We shall proceed under the assumption that $G$ may depend upon
position without necessarily coinciding with the metric tensor.

A Christoffel matrix

$$
\begin{equation*}
K=(d \mathbf{b}) \cdot \mathbf{b}^{\sim} \tag{4}
\end{equation*}
$$

and a Riemann matrix

$$
\begin{equation*}
\Theta=\left(d^{2} \mathbf{b}\right) \cdot \mathbf{b}^{\sim} \tag{5}
\end{equation*}
$$

are now defined, the former consisting of 1 -forms and the latter of 2 -forms. Under a change of basis $\theta$ undergoes a linear homogeneous transformation, although this is not true for $K$. We define an object with the symmetries of the Riemann tensor as follows:

$$
\begin{equation*}
\boldsymbol{\theta}_{\alpha \beta}=\frac{1}{2} \boldsymbol{R}_{\alpha \beta \gamma \delta} \sigma \gamma \sigma^{\delta} . \tag{6}
\end{equation*}
$$

In fact, when the natural basis is employed $R_{\alpha \beta \gamma \delta}$ is precisely the Riemann tensor. In other cases $R_{\alpha \beta \gamma \delta}$ is related to the Riemann tensor by a linear homogeneous relationship, which may be obtained easily from the definition of $\theta$. The symmetric matrix

$$
\begin{equation*}
\boldsymbol{R}_{\alpha \gamma}=G^{\beta \delta} \boldsymbol{R}_{\alpha \beta \gamma \delta} \tag{7}
\end{equation*}
$$

is equal to the Ricci tensor in the case of a natural basis, and it is related to the Ricci tensor by a linear homogeneous relationship otherwise. No matter what basis is employed, Einstein's vacuum field equations may be written

$$
\begin{equation*}
R_{\alpha \gamma}=0 \tag{8}
\end{equation*}
$$

From Eqs. (2), (3), and (4) it follows directly that

$$
\begin{equation*}
(d \sigma) G=\sigma K \tag{9}
\end{equation*}
$$

and that

$$
\begin{equation*}
d G=K+K^{\sim} \tag{10}
\end{equation*}
$$

In practice these two equations are easily solved for $K .{ }^{5}$ Once $K$ is determined, $\Theta$ may be evaluated, for from Eqs. (3)-(5), and (10) it follows that

$$
\begin{equation*}
\Theta=d K+K G^{-1} K^{\sim} \tag{11}
\end{equation*}
$$

For certain problems it is convenient to write this equation in the form

$$
\begin{equation*}
\Theta G^{-1}=d \Gamma-\Gamma \Gamma, \tag{12}
\end{equation*}
$$

where $\Gamma=K G^{-1}$.
We are at liberty to choose the symmetric matrix
$G$ in any convenient way. If $G$ were chosen to be the ordinary metric tensor, we would simply have an exterior algebraic version of the traditional method of calculation involving Christoffel symbols. On the other hand, if $G$ were chosen to be the Minkowski metric, we would then have the formalism described in detail in Ref. 4. Rather than adopt either one of these extremes, we shall in this paper suppose that

$$
G=\left(\begin{array}{ll}
-1 & 0  \tag{13}\\
0 & \gamma
\end{array}\right)
$$

where the three-dimensional symmetric matrix $\gamma$ may vary from one point of space-time to another. In this case it is fruitful to introduce complex three-dimensional matrices

$$
\begin{align*}
& \mathbf{K}_{\alpha B}=K_{\alpha B}+i \epsilon_{\alpha \beta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} K_{\nu 0}  \tag{14}\\
& \boldsymbol{\Theta}_{\alpha B}=\Theta_{\alpha B}+i \epsilon_{\alpha \beta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} \Theta_{\nu 0} \tag{15}
\end{align*}
$$

where $\epsilon_{\alpha \beta \mu}$ is the Levi-Civita symbol, for one may show that

$$
\begin{equation*}
\mathbf{\theta}=d \mathbf{K}+\mathbf{K}_{\gamma}{ }^{-1} \mathbf{K}^{\sim} . \tag{16}
\end{equation*}
$$

## III. DERIVATION OF THE HARRISON-ERNST EQUATIONS

We shall suppose that the coordinate system has been chosen so that

$$
\begin{align*}
& \sigma^{0}=f^{1 / 2}\left(d x^{0}-\omega_{\alpha} d x^{\alpha}\right)  \tag{17}\\
& \sigma^{\alpha}=f^{-1 / 2} d x^{\alpha}, \quad \alpha=1,2,3 \tag{18}
\end{align*}
$$

where the ten functions $\gamma_{\alpha \beta}, \omega_{\alpha}$, and $f$ are independent of $x^{0}$. A straightforward calculation yields

$$
\begin{equation*}
\mathbf{K}_{\alpha \beta}=[\delta \alpha, \beta] d x^{\delta}+\epsilon_{\alpha \beta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} \mathfrak{K}_{\nu} \tag{19}
\end{equation*}
$$

where $[\delta \alpha, \beta]$ is a Christoffel symbol of the first kind for the three-dimensional space with metric tensor $\gamma_{\alpha \beta}$, and where
$\mathfrak{K}_{\alpha}=\frac{1}{2} f^{-1 / 2}\left\{\epsilon_{\alpha \delta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} M_{\nu} \sigma^{\delta}-i M_{\alpha} \sigma^{0}\right\}$
$M_{\alpha}=f_{, \alpha}+i\left(f^{2} Z_{\alpha}\right)$.
The axial vector $Z_{\alpha}$ may be obtained from the skew symmetric tensor

$$
\begin{equation*}
h_{\alpha \beta}=-2 \omega_{[\alpha, \beta]}=\epsilon_{\alpha \beta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} Z_{\nu} \tag{22}
\end{equation*}
$$

On the other hand, substitution of Eq. (19) into Eq. (16) yields

$$
\begin{array}{r}
\boldsymbol{\Theta}_{\alpha \beta}=\frac{1}{2} P_{\alpha \beta \gamma \delta} d x^{\gamma} d x^{\delta}+\epsilon_{\alpha \beta \mu} \gamma^{\mu \nu}(\operatorname{det} \gamma)^{1 / 2} D \mathcal{K}_{\nu} \\
+\mathscr{K}_{\alpha} \mathbb{K}_{\theta} \tag{23}
\end{array}
$$

where the new differential operator $D$ is defined so that

$$
\begin{equation*}
D \mathscr{H}_{\nu}=d \mathscr{H}_{\nu}-d x^{\alpha} \sum_{\alpha \nu}^{\delta} \mathscr{H}_{\delta} \tag{24}
\end{equation*}
$$

Here $\sum_{\alpha \nu}^{\delta}$ and $P_{\alpha \beta \gamma \delta}$ are, respectively, the Christoffel symbol and Riemann tensor associated with the three-dimensional metric tensor $\gamma_{\alpha \beta}$.
For any stationary gravitational field such that the Ricci tensor component $\boldsymbol{R}_{\alpha 0}$ vanishes, $M_{\alpha}$ can be shown to be a gradient.

$$
\begin{equation*}
M_{\alpha}=\epsilon_{, \alpha} \tag{25}
\end{equation*}
$$

where $\epsilon=f+i \varphi$. This is demonstrated by looking at the terms proportional to $\sigma^{0} \sigma^{\delta}$ in $\operatorname{Re} \theta_{\alpha \beta}$. The remaining components of the vacuum field equations are then found to be given by
$\operatorname{Re}\left[\left(\operatorname{Re} \epsilon \gamma^{\alpha \beta} \epsilon_{; \alpha \beta}-\gamma^{\alpha \beta} \epsilon_{, \alpha} \epsilon_{, \beta}\right]=0\right.$
$\left[(\operatorname{Re} \epsilon)^{2} P_{\alpha \beta}+\frac{1}{4}\left(\epsilon_{, \alpha} \epsilon_{, \beta}^{*}+\epsilon_{, \alpha}^{*} \epsilon_{, \beta}\right)\right]=0$.
On the other hand, the integrability condition

$$
h_{\alpha \beta, \gamma}+h_{B \gamma, \alpha}+h_{\gamma \alpha, \beta}=0
$$

implies that

$$
\gamma^{\alpha \beta}\left(f^{-2} \varphi,_{, \alpha}\right)_{; \beta}=0
$$

or

$$
\begin{equation*}
\operatorname{Im}\left\{(\operatorname{Re} \epsilon) \gamma^{\alpha \beta} \epsilon, \alpha \beta-\gamma^{\alpha \beta} \epsilon_{, \alpha} \epsilon_{, \beta}\right\}=0 \tag{28}
\end{equation*}
$$

In conclusion, the field equations for a stationary vacuum metric can be written in the simple form

$$
\begin{align*}
& (\operatorname{Re} \epsilon) \gamma^{\alpha \beta} \epsilon_{; \alpha \beta}=\gamma^{\alpha \beta} \epsilon_{, \alpha} \epsilon_{, \beta}  \tag{29}\\
& (\operatorname{Re\epsilon })^{2} P_{\alpha \beta}+\frac{1}{4}\left(\epsilon_{, \alpha} \epsilon_{, \beta}^{*}+\epsilon_{, \alpha}^{*} \epsilon_{, \beta}\right)=0 \tag{30}
\end{align*}
$$

Alternatively, these equations may be obtained from the variational principle

$$
\begin{equation*}
\delta \int\left\{P+\frac{1}{2} \frac{\gamma^{\alpha \beta} \epsilon_{, \alpha} \epsilon_{, B}^{*}}{(\operatorname{Re} \epsilon)^{2}}\right\}(\operatorname{det} \gamma)^{1 / 2} d^{3} x=0 \tag{31}
\end{equation*}
$$

Although Harrison and Ernst have developed analogous equations valid in the presence of electrostatic and magnetostatic fields, it is not known at present whether or not any fruitful extension exists for fields inside of matter, or whether one can treat time-dependent fields in the same spirit. 6 It is not likely to be easy to find the desired generalization, but, if it can be found, the formalism is liable to be very useful with regard to astrophysical applications, because the stationary axially symmetric problem has already been made quite manageable in terms of this formalism.
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On the Bounds of the Average Value of a Function*<br>Robert H. T. Yeh<br>Deparimeni of Physics and Astronomy, State University of New York, Buffalo, New York 14214<br>(Received 30 October 1970)

We describe here how one can obtain upper and lower bounds of the average value of a function $\bar{f}(\bar{E})$ in terms of the bounds of the variable $E$ and $\bar{E}, \overline{E^{2}}$.

In physics as well as other sciences, sometimes we may like to estimate the average value of a quantity, even though we have only limited informations about this quantity; e.g., we may like to estimate the higher-order moments of a certain (charge, mass, etc.) distribution in terms of some known lowest order moments. In theories of polymer solutions, ${ }^{1}$ the average of the inverse distance between monomers ( $1 / r$ ) is usually difficult to compute directly, and most theories make approximate estimation of this number in terms of $\bar{r}$ or $\overline{r^{2}}$. In a previous article, ${ }^{2}$ by using the concave upward property of exponential function, we obtain fairly simple bounds for its average value. The same reasoning should lead us to similar bounds for other concave upward functions. We now would like to investigate what are the simplest possible bounds that one can construct for the average value of an arbitrary function.
Consider first a real value concave upward function $f(E)$, i.e., $f^{\prime \prime}(E) \geq 0$, or $f^{\prime}(E)$ is a nondecreasing function as we increase $E$. From Taylor's theorem, we have

$$
\begin{align*}
f(E)=f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon)+ & (E-\epsilon)^{2} \int_{0}^{1}(1-t) \\
& \times f^{\prime \prime}[\epsilon+t(E-\epsilon)] d t . \tag{1}
\end{align*}
$$

We note that the remainder term is nonnegative for concave upward function; hence

$$
\begin{equation*}
f(E) \geq f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon) \tag{2}
\end{equation*}
$$

for arbitrary $E$ and $\epsilon$. For concave downward function ( $f^{\prime \prime} \leq 0$ ), we have instead

$$
\begin{equation*}
f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon) \geq f(E) \tag{3}
\end{equation*}
$$

for arbitrary $E$ and $\epsilon$.

The average value of a function $\vec{f}(\vec{E})$ is given by

$$
\begin{equation*}
\overline{f(E)}=\sum_{i} p_{i} f\left(E_{i}\right), \tag{4}
\end{equation*}
$$

where $p_{i} \geq 0$ and $\sum_{i} p_{i}=1$. We also denote the maximum value of the set $\left\{E_{i}\right\}$ by $E_{m}$, and the minimum value by $E_{0}$.
From Eqs. (2) and (3), using the same arguments as in Ref. 2, we easily find that for concave upward function

$$
\begin{equation*}
f(\bar{E}) \geq f(\bar{E}) . \tag{5a}
\end{equation*}
$$

and for concave downward function

$$
\begin{equation*}
\overline{f(\bar{E})} \leq f(\bar{E}) . \tag{5b}
\end{equation*}
$$

Eq. (5) can easily be generalized to functions of several variables. Taylor's theorem for functions of $N$ variables gives
$f\left(\left\{x_{i}\right\}\right)=f\left(\left\{x_{i 0}\right\}\right)+\Sigma_{i}\left(x_{i}-x_{i 0}\right)\left(\partial f / \partial x_{i}\right)_{0}+\boldsymbol{R}_{2}$,
where $R_{2}=\frac{1}{2} d^{2} f\left(x_{i 0}+\theta\left(x_{i}-x_{i 0}\right)\right.$, with $0<\theta<1$. It is easy to see that if we have

$$
\begin{equation*}
\left(\frac{\partial^{2} f}{\partial x_{i}^{2}}\right)\left(\frac{\partial^{2} f}{\partial x_{j}^{2}}\right) \geq(N-1)^{2}\left(\frac{\partial f}{\partial x_{i}}\right)^{2}\left(\frac{\partial f^{\prime}}{\partial x_{j}}\right)^{2} \tag{7a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x_{i}^{2}} \geq 0, \tag{7b}
\end{equation*}
$$

for all values of all variables, then $R_{2} \geq 0$. Hence, if Eq. (7) holds, we would have

$$
\begin{equation*}
\left.\overline{f\left(\left\{x_{i}\right\}\right.}\right) \geq f\left(\left\{\bar{x}_{i}\right\}\right) . \tag{8}
\end{equation*}
$$

If the inequality sign is reversed in Eq. (7b), then
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2 R. P. Kerr, Phys. Rev. Letters 11, 237 (1963).
3 B. K. Harrison, J. Math. Phys. 9, 1744 (1968).
4 H. Flanders, Differential Forms with Applications to the

Physical Sciences (Academic, New York, 1963); C. W. Misner J. Math. Phys. 4, 924 (1963).

5 Introduce the skew symmetric matrix $\Omega=\frac{1}{2}\left(K-K^{`}\right)$, which satisfies the equation $(d \sigma) G-\frac{1}{2} \sigma d G=\sigma \Omega$. The left side is a calculable 2 -form, which may be cast into the form $\frac{1}{2} f_{\alpha \beta y} \sigma^{\alpha} \sigma^{8}$, where $f_{\alpha \theta \gamma}$ is skew symmetric in the first two indices. Similarly $\sigma \Omega \sigma^{\sigma}$ may be cast into the form $\frac{1}{6} n_{\alpha \beta \gamma} \sigma^{\alpha} \sigma^{8} \sigma^{\gamma}$, where $h_{\alpha \beta y}$ is skew symmetric in all pairs of indices. Then it can be shown that $\Omega_{\alpha \beta}=\left(f_{\alpha \beta y}-\frac{1}{2} h_{\alpha \beta \gamma}\right) \sigma r$.
6 The author expects to submit for publication an article describing further insights into the complex potential description of fields possessing a single Killing vector. However, now, three years later, it appears unlikely that a way will be found to describe in terms of a complex potential space-times which lack symmetries.

On the Bounds of the Average Value of a Function*<br>Robert H. T. Yeh<br>Deparimeni of Physics and Astronomy, State University of New York, Buffalo, New York 14214<br>(Received 30 October 1970)

We describe here how one can obtain upper and lower bounds of the average value of a function $\bar{f}(\bar{E})$ in terms of the bounds of the variable $E$ and $\bar{E}, \overline{E^{2}}$.

In physics as well as other sciences, sometimes we may like to estimate the average value of a quantity, even though we have only limited informations about this quantity; e.g., we may like to estimate the higher-order moments of a certain (charge, mass, etc.) distribution in terms of some known lowest order moments. In theories of polymer solutions, ${ }^{1}$ the average of the inverse distance between monomers ( $1 / r$ ) is usually difficult to compute directly, and most theories make approximate estimation of this number in terms of $\bar{r}$ or $\overline{r^{2}}$. In a previous article, ${ }^{2}$ by using the concave upward property of exponential function, we obtain fairly simple bounds for its average value. The same reasoning should lead us to similar bounds for other concave upward functions. We now would like to investigate what are the simplest possible bounds that one can construct for the average value of an arbitrary function.
Consider first a real value concave upward function $f(E)$, i.e., $f^{\prime \prime}(E) \geq 0$, or $f^{\prime}(E)$ is a nondecreasing function as we increase $E$. From Taylor's theorem, we have

$$
\begin{align*}
f(E)=f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon)+ & (E-\epsilon)^{2} \int_{0}^{1}(1-t) \\
& \times f^{\prime \prime}[\epsilon+t(E-\epsilon)] d t . \tag{1}
\end{align*}
$$

We note that the remainder term is nonnegative for concave upward function; hence

$$
\begin{equation*}
f(E) \geq f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon) \tag{2}
\end{equation*}
$$

for arbitrary $E$ and $\epsilon$. For concave downward function ( $f^{\prime \prime} \leq 0$ ), we have instead

$$
\begin{equation*}
f(\epsilon)+(E-\epsilon) f^{\prime}(\epsilon) \geq f(E) \tag{3}
\end{equation*}
$$

for arbitrary $E$ and $\epsilon$.

The average value of a function $\vec{f}(\vec{E})$ is given by

$$
\begin{equation*}
\overline{f(E)}=\sum_{i} p_{i} f\left(E_{i}\right), \tag{4}
\end{equation*}
$$

where $p_{i} \geq 0$ and $\sum_{i} p_{i}=1$. We also denote the maximum value of the set $\left\{E_{i}\right\}$ by $E_{m}$, and the minimum value by $E_{0}$.
From Eqs. (2) and (3), using the same arguments as in Ref. 2, we easily find that for concave upward function

$$
\begin{equation*}
f(\bar{E}) \geq f(\bar{E}) . \tag{5a}
\end{equation*}
$$

and for concave downward function

$$
\begin{equation*}
\overline{f(\bar{E})} \leq f(\bar{E}) . \tag{5b}
\end{equation*}
$$

Eq. (5) can easily be generalized to functions of several variables. Taylor's theorem for functions of $N$ variables gives
$f\left(\left\{x_{i}\right\}\right)=f\left(\left\{x_{i 0}\right\}\right)+\Sigma_{i}\left(x_{i}-x_{i 0}\right)\left(\partial f / \partial x_{i}\right)_{0}+\boldsymbol{R}_{2}$,
where $R_{2}=\frac{1}{2} d^{2} f\left(x_{i 0}+\theta\left(x_{i}-x_{i 0}\right)\right.$, with $0<\theta<1$. It is easy to see that if we have

$$
\begin{equation*}
\left(\frac{\partial^{2} f}{\partial x_{i}^{2}}\right)\left(\frac{\partial^{2} f}{\partial x_{j}^{2}}\right) \geq(N-1)^{2}\left(\frac{\partial f}{\partial x_{i}}\right)^{2}\left(\frac{\partial f^{\prime}}{\partial x_{j}}\right)^{2} \tag{7a}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} f}{\partial x_{i}^{2}} \geq 0, \tag{7b}
\end{equation*}
$$

for all values of all variables, then $R_{2} \geq 0$. Hence, if Eq. (7) holds, we would have

$$
\begin{equation*}
\left.\overline{f\left(\left\{x_{i}\right\}\right.}\right) \geq f\left(\left\{\bar{x}_{i}\right\}\right) . \tag{8}
\end{equation*}
$$

If the inequality sign is reversed in Eq. (7b), then
$R_{2} \leq 0$; hence the inequality sign in Eq. (8) must also be reversed.
Let us now consider $f_{n}(E)=\left(E-E_{0}\right)^{n}$, where $n$ is an integer and $n \geq 3$. Since $f_{n}(E)$ is concave upward (for $E \geq E_{0}$ ), from Eq. (2), we have

$$
\begin{equation*}
\left(E-E_{0}\right)^{n} \geq\left(\epsilon-E_{0}\right)^{n}+(E-\epsilon) f_{n}^{\prime}(\epsilon) \tag{9a}
\end{equation*}
$$

and
$\left(E-E_{0}\right)^{n-1} \geq\left(\epsilon_{1}-E_{0}\right)^{n-1}+\left(E-\epsilon_{1}\right) f_{n-1}^{\prime}\left(\epsilon_{1}\right)$.
From Eq. (9a), with $\epsilon=\bar{E}$, we get

$$
\begin{equation*}
\left(\overline{\left.E-E_{0}\right)^{n}} \geq\left(\bar{E}-E_{0}\right)^{n}\right. \tag{10a}
\end{equation*}
$$

Multiplying Eq. (9b) by ( $E_{m}-E$ ) and setting

$$
\epsilon_{1}=E_{m}-\left(\overline{\left.E_{m}-E\right)^{2}} /\left(E_{m}-\bar{E}\right)\right.
$$

we get the following recursive upper bound for $f_{n}$ :

$$
\begin{gather*}
\left(E_{m}-E_{0}\right)\left(\overline{\left.E-E_{0}\right)^{n-1}}-\left(E_{m}-\bar{E}\right)\left(\epsilon_{1}-E_{0}\right)^{n-1}\right. \\
\geq\left(\overline{\left.E-E_{0}\right)^{n}}\right. \tag{10b}
\end{gather*}
$$

Hence for any function $f(E)$ which has a Taylor expansion about $E_{0}$, or
$f(E)=f\left(E_{0}\right)+\sum_{n=1}^{\infty}(n!)^{-1}\left(E-E_{0}\right)^{n} f^{(n)}\left(E_{0}\right)$,
we can in principle find bounds of $\overline{f(\bar{E})}$ in terms of
$E_{0}, E_{m}, \vec{E}$ and $\overline{E^{2}}$. Or
$\sum_{n=3}^{\infty}(n!)^{-1} B_{l}(n) f^{(n)}\left(E_{0}\right)$
$\leq \bar{f}(\bar{E})-f\left(E_{0}\right)-\left(\bar{E}-E_{0}\right) f\left(E_{0}\right) \frac{1}{2} f^{(2)}\left(E_{0}\right) \overline{\left(E-E_{0}\right)^{2}}$
$\leq \sum_{n=3}^{\infty}(n!)^{-1} B_{u}(n) f^{(n)}\left(E_{0}\right)$,
where if $f^{(n)}\left(E_{0}\right)>0$, then $B_{u}(n)$ is the upper bound of $\left(\overline{\left.E-E_{0}\right)^{n}}\right.$, (Eq. 10 b ) and $B_{l}(n)$ is the lower bound of $\overline{\left.E-E_{0}\right)^{n}}$ (Eq. 10a). And, if $f^{(n)}\left(E_{0}\right)<0$, then $B_{u}(n)$ is the lower bound of $\left(\overline{\left.E-E_{0}\right)^{n}}\right.$, while $B_{l}(n)$ is the upper bound.
If we have more input information about the function or about the distribution (e.g., $E_{i} \geq 0$ ), then we can improve our bounds; e.g., the average value of an even function $[f(E)=f(-E)]$ can be bounded in terms of $\bar{E}^{2}, E_{m}$ and $\overline{E^{4}}$, via

$$
E_{m}^{2} \overline{E^{2 n-2}}-\left(E_{m}^{2}-\overline{E^{2}}\right) \epsilon_{2}^{2 n-2} \geq \overline{E^{2 n}} \geq\left(\overline{E^{2}}\right)^{n}
$$

where $\epsilon_{2}^{2}=E_{m}^{2}-\left(\overline{\left.E_{m}^{2}-E^{2}\right)^{2}} /\left(E_{m}^{2}-\overline{E^{2}}\right)\right.$. Consider the case of $E_{0}^{m}=0, E_{m}=1$ and $p(E)=$ $(s+1) E^{s}$ with integer $s$; then we find that $\overline{E^{2 n}}=$ $(s+1) /(2 n+s+1)$ and $\left(\bar{E}^{2}\right)^{n}=[(s+1) /(s+3)]^{n}$. These bounds are poor for large $n(n>s)$, but improve with increasing $s(s>n)$.
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